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Appendix B

10DETAILED TESTBED VALIDATION TESTS

10.1Phase 1
10.1.1TB_P1 FUNCT/ROUT
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Test Reference : TB_P1 FUNCT/ROUT/1

Test Purpose
Procedure

: Validate inter-domain link connectivity.

: Log into MESCAL11 and verify that BGP process is disabled.

addresses:
e Scenario1:1.1.1.2
e Scenario2:1.1.1.6

Log into MESCALZ21 and verify that BGP process is disabled.

addresses:
e Scenario 3:1.1.1.5
e Scenario 4:2.2.2.2
e Scenario 5:2.2.2.6

Log into MESCAL31 and verify that BGP process is disabled.

addresses:
e Scenario 6:1.1.1.1
e Scenario 7: 3.3.3.2
e Scenario 8: 3.3.3.6

Log into MESCALA41 and verify that BGP process is disabled.

addresses:

Scenario 9: 3.3.3.1

e Scenario 10: 41.41.41.10
e Scenario 11:41.41.41.6
e Scenario 12: 41.41.41.2

Log into MESCAL42 and verify that BGP process is disabled.

addresses:

e Scenario 13: 3.3.3.5
Scenario 14: 2.2.2.1
Scenario 15: 42.42.42.6
Scenario 16: 42.42.42.2
Scenario 17: 41.41.41.9

Log into MESCALA43 and verify that BGP process is disabled.

addresses:
e Scenario 18:42.42.42.1
e Scenario 19:41.41.41.5
e Scenario 20: 43.43.43.2

Log into MESCALDS51 and verify that BGP process is disabled.

addresses:
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e Scenario 21: 42.42.42.5
e Scenario 22:2.2.2.5

Log into MESCALG61 and verify that BGP process is disabled. Ping the following
addresses:

e Scenario 23: 6.6.6.6

e Scenario 24: 41.41.41.1

e Scenario 25: 43.43.43.1

e Scenario 26: 6.6.6.2

Log into MESCAL7Y1 and verify that BGP process is disabled. Ping the following
addresses:
e Scenario 27: 6.6.6.1

Log into MESCALS81 and verify that BGP process is disabled. Ping the following
addresses:
e Scenario 28: 6.6.6.5

Expected result : Results of ping requests must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
Scenario 12: success
Scenario 13: success
Scenario 14: success
Scenario 15: success
Scenario 16: success
Scenario 17: success
Scenario 18: success
Scenario 19: success
Scenario 20: success
Scenario 21: success
Scenario 22: success
Scenario 23: success
Scenario 24: success
Scenario 25: success
Scenario 26: success
Scenario 27: success
Scenario 28: success

Execution date : 15/09/04

Result

: Obtained results are as follows:
e Scenario 1: success
e Scenario 2: success
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Scenario 3: success
Scenario 4: success
Scenario 5: Cancelled
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
Scenario 12: success
Scenario 13: success
Scenario 14: success
Scenario 15: success
Scenario 16: success
Scenario 17: success
Scenario 18: success
Scenario 19: success
Scenario 20: success
Scenario 21: success
Scenario 22: Cancelled
Scenario 23: success
Scenario 24: success
Scenario 25: success
Scenario 26: success
Scenario 27: success
Scenario 28: success

Failure level : None
Remarks : None
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Test Reference : TB_P1 FUNCT/ROUT/2
: Validate connectivity between two neighbours when BGPD process is activated.

: Activate BGPD and NSM processes in both MESCAL11 and MESCALZ21. Log to
MESCAL 21 and configure MESCAL11 as a neighbor of MESCAL21. And log to

Test Purpose
Procedure

MESCAL 11 and configure MESCAL21 as a neighbor

From MESCALL11 Ping the following addresses:

From MESCALZ21 Ping the following addresses:

Scenario 1: 1.1.1.6
Scenario 2: 21.0.0.1
Scenario 3: 2.2.2.5
Scenario 4: 2.2.2.1
Scenario 5: 2.2.2.2

Scenario 6: 1.1.1.5
Scenario 7: 1.1.1.1
Scenario 8: 11.0.0.1
Scenario 9: 11.0.0.2
Scenario 10: 12.0.0.1
Scenario 11: 12.0.0.2

Expected result : Results of ping requests must be as follows:
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Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: Cancelled
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
e Scenario 11: success
: None
: None
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Test Reference
Test Purpose

Procedure

Expected result : Results of ping requests must be as follows:

: TB_P1_FUNCT/ROUT/3

: Validate connectivity between two neighbours when BGPD process is activated.

: Activate BGPD and NSM processes in both MESCAL11 and MESCAL3L. Log to
MESCAL 31 and configure MESCAL11 as a neighbor. Log to MESCAL11 and

configure MESCAL31 as a neighbor of MESCAL11.

From MESCALL11 Ping the following addresses:

Scenario 1: 31.0.0.1
Scenario 2: 3.3.3.1
Scenario 3: 3.3.3.5
Scenario 4: 1.1.1.2
Scenario 5: 31.0.0.2

From MESCAL31 Ping the following addresses:

Scenario 6: 1.1.1.5
Scenario 7: 1.1.1.1
Scenario 8: 11.0.0.1
Scenario 9: 11.0.0.2
Scenario 10: 12.0.0.1
Scenario 11: 12.0.0.2
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Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
= Scenario 11: success
: None
: None
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Test Reference
Test Purpose
Procedure

Expected result : Results of ping request must be as follows:

: TB_P1_FUNCT/ROUT/4

: Validate connectivity between two neighbours when BGPD process is activated.

: Activate BGPD and NSM processes in both MESCAL21 and MESCAL42. Log to
MESCAL 21 and configure MESCALA42 as a neighbor. And log to MESCAL42 and

configure MESCALZ21 as a neighbor.

From MESCALA42 Ping the following addresses:

Scenario 1: 1.1.1.6
Scenario 2: 21.0.0.1
Scenario 3: 2.2.2.5
Scenario 4: 2.2.2.1
Scenario 5: 2.2.2.2

From MESCAL21 Ping the following addresses:

Scenario 6: 3.3.3.6
Scenario 7: 41.41.41.10
Scenario 8: 42.42.42.1
Scenario 9: 42.42.42.5
Scenario 10: 2.2.2.2
Scenario 11: 42.0.0.1
Scenario 12: 42.0.0.2
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Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
Scenario 12: success

Execution date : 15/09/04
Result : Obtained results are as follows:

Failure level : None
Remarks : None

Scenario 1: success
Scenario 2: success
Scenario 3: Cancelled
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
Scenario 12: success
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Test Reference : TB_P1 FUNCT/ROUT/5
Test Purpose : Validate connectivity between two neighbours when BGPD process is activated.

Procedure . Activate BGPD and NSM processes in both MESCAL21 and MESCALS5L. Log to
MESCAL 21 and configure MESCALDS5L1 as a neighbor. And log to MESCAL51 and
configure MESCAL21 as a neighbor.

From MESCALS51 Ping the following addresses:

Scenario 1: 1.1.1.6
Scenario 2: 21.0.0.1
Scenario 3: 2.2.2.5
Scenario 4: 2.2.2.1
Scenario 5: 2.2.2.2

From MESCAL21 Ping the following addresses:

Scenario 6: 2.2.2.6
Scenario 7: 42.42.42.6
Scenario 8: 51.0.0.1
Scenario 9: 51.0.0.2

Expected result : Results of ping requests must be as follows:

Scenario 1: success
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Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: Cancelled
Scenario 2: Cancelled
Scenario 3: Cancelled
Scenario 4: Cancelled
Scenario 5: Cancelled
Scenario 6: Cancelled
Scenario 7: Cancelled
Scenario 8: Cancelled

= Scenario 9: Cancelled
: None
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: This test has been cancelled since the topology of the platform has been changed.
This is not a critical test since there is some tests that check the overall testbed

reachability.

Test Reference
Test Purpose
Procedure

Expected result :

: TB_P1_FUNCT/ROUT/6

: Validate connectivity between two neighbours when BGP process is activated.

: Activate BGPD and NSM processes in both MESCAL31 and MESCALA42. Log to
MESCAL 31 and configure MESCALA42 as a neighbor. And log to MESCAL42 and

configure MESCAL31 as a neighbor.

From MESCALA42 Ping the following addresses:

Scenario 1: 31.0.0.1
Scenario 2: 3.3.3.1
Scenario 3: 3.3.3.5
Scenario 4: 1.1.1.2
Scenario 5: 31.0.0.2

From MESCAL31 Ping the following addresses:

Scenario 6: 3.3.3.6
Scenario 7: 41.41.41.10
Scenario 8: 42.42.42.1
Scenario 9: 42.42.42.5
Scenario 10: 2.2.2.2
Scenario 11: 42.0.0.1
Scenario 12: 42.0.0.2

= Scenario 1: success
= Scenario 2: success
= Scenario 3: success
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Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
Scenario 12: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success
= Scenario 12: success
- None
: None
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Test Reference
Test Purpose

Procedure

Expected result : Results of ping operation must be as follows:

: TB_P1_FUNCT/ROUT/7

: Validate connectivity between two neighbours when BGP process is activated.

: Activate BGPD and NSM processes in both MESCAL31 and MESCALA41. Log to
MESCAL 31 and configure MESCALA41 as a neighbor. And log to MESCALA41 and

configure MESCAL31 as a neighbor.

From MESCALA41 Ping the following addresses:

Scenario 1: 31.0.0.1
Scenario 2: 3.3.3.1
Scenario 3: 3.3.3.5
Scenario 4: 1.1.1.2
Scenario 5: 31.0.0.2

From MESCALZ31 Ping the following addresses:

Scenario 6: 3.3.3.2
Scenario 7: 41.41.41.9
Scenario 8: 41.41.41.5
Scenario 9: 41.41.41.1
Scenario 10: 41.0.0.1
Scenario 11: 41.0.0.2

= Scenario 1: success
= Scenario 2: success
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Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
= Scenario 11: success
- None
- None

Page 156 of 402

Test Reference
Test Purpose

Procedure

Expected result : Results of ping requests must be as follows:

: TB_P1_FUNCT/ROUT/8

: Validate connectivity between two neighbours when BGP process is activated.

. Activate BGPD and NSM processes in both MESCAL61 and MESCALA41. Log to
MESCAL 61 and configure MESCALA4L1 as a neighbor. And log to MESCALA41 and

configure MESCALG61 as a neighbor.

From MESCALA41 Ping the following addresses:

Scenario 1: 61.0.0.1
Scenario 2: 6.6.6.5
Scenario 3: 6.6.6.1
Scenario 4: 41.41.41.2
Scenario 5: 43.43.43.2

From MESCALSG61 Ping the following addresses:

Scenario 6: 3.3.3.2
Scenario 7: 41.41.41.9
Scenario 8: 41.41.41.5
Scenario 9: 41.41.41.1
Scenario 10: 41.0.0.1
Scenario 11: 41.0.0.2

= Scenario 1: success
= Scenario 2: success
= Scenario 3: success
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Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
Scenario 11: success

Execution date : 15/09/04
Result : Results of ping requests must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
= Scenario 11: success
Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/ROUT/9
Test Purpose : Validate connectivity between two neighbours when BGPD process is activated.

Procedure : Activate BGPD and NSM processes in both MESCALG61 and MESCALA43. Log to
MESCAL 61 and configure MESCALA43 as a neighbor. And log to MESCAL43 and
configure MESCALG61 as a neighbor.

From MESCALA43 Ping the following addresses:

Scenario 1: 61.0.0.1
Scenario 2: 6.6.6.5
Scenario 3: 6.6.6.1
Scenario 4: 41.41.41.2
Scenario 5: 43.43.43.2

From MESCALG61 Ping the following addresses:

Scenario 6: 43.43.43.1
Scenario 7: 41.41.41.6
Scenario 8: 42.42.42.2
Scenario 9: 43.0.0.1
Scenario 10: 43.0.0.2

Expected result : Results of ping requests must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
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Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success

Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
= Scenario 10: success

: None

: None
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Test Reference
Test Purpose

Procedure

Expected result : Results of ping requests must be as follows:

: TB_P1_FUNCT/ROUT/10

: Validate connectivity between two neighbours when BGPD process is activated.

: Activate BGPD and NSM processes in both MESCAL51 and MESCALA42. Log to
MESCAL 51 and configure MESCALA42 as a neighbor. And log to MESCAL42 and

configure MESCALS5L1 as a neighbor.

From MESCALA42 Ping the following addresses:

Scenario 1: 2.2.2.6
Scenario 2: 42.42.42.6
Scenario 3: 51.0.0.1
Scenario 4: 51.0.0.2

From MESCALS51 Ping the following addresses:

Scenario 5: 3.3.3.6
Scenario 6: 41.41.41.10
Scenario 7: 42.42.42.1
Scenario 8: 42.42.42.5
Scenario 9: 2.2.2.2
Scenario 10: 42.0.0.1
Scenario 11: 42.0.0.2

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
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= Scenario 9: success
= Scenario 10: success
= Scenario 11: success

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: Cancelled
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success
= Scenario 11: success
Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/ROUT/11
Test Purpose : Validate connectivity between two neighbours when BGPD process is activated.

Procedure . Activate BGPD and NSM processes in both MESCAL61 and MESCAL71. Log to
MESCAL 61 and configure MESCAL71 as a neighbor. And log to MESCAL71 and
configure MESCALG61 as a neighbor.

From MESCALT71 Ping the following addresses:

Scenario 1: 61.0.0.1
Scenario 2: 6.6.6.5
Scenario 3: 6.6.6.1
Scenario 4: 41.41.41.2
Scenario 5: 43.43.43.2

From MESCALG61 Ping the following addresses:

= Scenario 6: 6.6.6.2
= Scenario 7; 71.0.0.1
= Scenario 8: 71.0.0.2

Expected result : Results of ping operation must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success

Execution date : 15/09/04
Result : Obtained results are as follows:

= Scenario 1: success
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Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
= Scenario 8: success
Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/ROUT/12
Test Purpose : Validate connectivity between two neighbours when BGPD process is activated.

Procedure : Activate BGPD and NSM processes in both MESCAL61 and MESCALS8L. Log to
MESCAL 61 and configure MESCALS1 as a neighbor. And log to MESCALS81 and
configure MESCALG61 as a neighbor.

From MESCALS81 Ping the following addresses:

Scenario 1: 61.0.0.1
Scenario 2: 6.6.6.5
Scenario 3: 6.6.6.1
Scenario 4: 41.41.41.2
Scenario 5: 43.43.43.2

From MESCALG61 Ping the following addresses:

= Scenario 6: 6.6.6.6
= Scenario 7; 81.0.0.1
= Scenario 8: 81.0.0.2

Expected result : Results of ping requests must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
= Scenario 8: success
Failure level : None
Remarks : None
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Test Reference : TB_P1 FUNCT/ROUT/13

Test Purpose : Check the route propagation in a simple Scenario.

Procedure : Configure MESCAL11 to be a neighbor of MESCAL21 and MESCAL31. Configure
MESCAL31 and MESCALZ21 to be neighbours of MESCAL11. Activate BGPD and
NSM processes in MESCAL11, MESCAL21 and MESCAL31.

From MESCALZ31 Ping the following addresses:
Scenario 1: 1.1.1.6

Scenario 2: 21.0.0.1

Scenario 3: 2.2.2.5

Scenario 4: 2.2.2.1

Scenario 5: 2.2.2.2

From MESCAL21 Ping the following addresses:
Scenario 6: 1.1.1.2

Scenario 7: 3.3.3.5

Scenario 8: 3.3.3.1

Scenario 9: 31.0.0.1

Scenario 10: 31.0.0.2

Expected result : Results of ping requests must be as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: success
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
Scenario 10: success

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: success
Scenario 2: success
Scenario 3: Cancelled
Scenario 4: success
Scenario 5: success
Scenario 6: success
Scenario 7: success
Scenario 8: success
Scenario 9: success
e Scenario 10: success

Failure level : None

Remarks : None

Test Reference : TB_P1 FUNCT/ROUT/14

Test Purpose : Check the reachability of all interfaces.

Procedure : Activate BGPD and NSM in all routers present in the testbed. BGP configuration is
as described in Appendix A.

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results

Page 162 of 402

Log into the following routers and execute from bash prompt "pfgping™:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

MESCAL11
MESCAL21
MESCAL31
MESCAL41
MESCAL42
MESCALA43
MESCALS51
MESCALG61
MESCAL71

Scenario 10: MESCALS81

Expected result : Results of "pfgping" must be as follows:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.

Scenario 10: All destinations are successfully reached.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ ]
: None
: None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.
All destinations are successfully reached.

Scenario 10: All destinations are successfully reached.

Test Reference
Test Purpose
Procedure

: TB_P1_FUNCT/ROUT/15

: Verify the reachability when link failure occurs.
: Activate BGPD and NSM in all routers present in the testbed. BGP configuration is
as described in Appendix A.

Execute the following operations:
Scenario 1: Disable interface eth6 of MESCALZ21, and from bash prompt of
MESCAL11 execute "pfgping”
Scenario 2: Disable interface ethl of MESCAL31, and from bash prompt of
MESCALL11 execute "pfgping”
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Scenario 3: Disable interface ethl of MESCAL42, and from bash prompt of
MESCAL11 execute "pfgping”

Scenario 4: Disable interface eth4 of MESCAL42, and from bash prompt of
MESCALL11 execute "pfgping”

Scenario 5: Disable interfaces eth4 and ethl of MESCAL42, and from bash
prompt of MESCAL11 execute "pfgping”

Scenario 6: Disable interfaces eth2 and eth3 of MESCAL42, and from bash
prompt of MESCAL11 execute "pfgping"

Scenario 7: Disable interfaces eth5 of MESCALA41, and from bash prompt of
MESCAL11 execute "pfgping”

Scenario 8: Disable interfaces eth5 of MESCAL41 and ethO of MESCALA43,
and from bash prompt of MESCAL11 execute "pfgping"

Expected result : Results of "pFgping" must be as follows:

Scenario 1: All destinations are successfully reached except interface eth6 of
MESCALZ21.
Scenario 2: All destinations are successfully reached except interface ethl of
MESCAL3L1.
Scenario 3: All destinations are successfully reached except interface ethl of
MESCALA42.
Scenario 4: All destinations are successfully reached except interface eth4 of
MESCALA42.
Scenario 5: All destinations are successfully reached except interface ethl
and eth4 of MESCALA42.
Scenario 6: All destinations are successfully reached except interface eth2
and eth3 of MESCALA42.
Scenario 7: All destinations are successfully reached except interface eth5 of
MESCALA41.
Scenario 8: All destinations are successfully reached except:

Interface eth5 of MESCAL41

Interface ethO of MESCAL43

All interfaces of MESCALG61

All interfaces of MESCALT71

All interfaces of MESCALS81

Execution date : 15/09/04
Result . Obtained results are as follows:

Scenario 1: All destinations are successfully reached except interface eth6 of
MESCALZ21.
Scenario 2: All destinations are successfully reached except interface ethl of
MESCAL31.
Scenario 3: All destinations are successfully reached except interface ethl of
MESCALA42.
Scenario 4: All destinations are successfully reached except interface eth4 of
MESCALA42.
Scenario 5: All destinations are successfully reached except interface ethl
and eth4 of MESCALA42.
Scenario 6: All destinations are successfully reached except interface eth2
and eth3 of MESCALA42.
Scenario 7: All destinations are successfully reached except interface eth5 of
MESCALA41.
Scenario 8: All destinations are successfully reached except:

Interface eth5 of MESCALA41
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Failure level : None
Remarks : None

Interface ethO of MESCAL43
All interfaces of MESCALG61
All interfaces of MESCAL71
All interfaces of MESCALS81

Test Reference : TB_P1 FUNCT/ROUT/16

Test Purpose : Verify the reachability when a link failure is re-established.

Procedure : Activate BGPD and NSM in all routers present in the testbed. BGP configuration is
as described in Appendix A.

Execute the following operations:

Scenario 1: Disable interface eth6é of MESCALZ21. In few minutes activate
this interface, and from bash prompt of MESCAL11 execute "pfgping"
Scenario 2: Disable interface ethl of MESCALS3L. In few minutes activate
this interface, and from bash prompt of MESCAL11 execute "pfgping”
Scenario 3: Disable interface ethl of MESCALA42. In few minutes activate
this interface, and from bash prompt of MESCAL11 execute "pfgping"
Scenario 4: Disable interface eth4 of MESCAL42. In few minutes activate
this interface, and from bash prompt of MESCAL11 execute "pfgping”
Scenario 5: Disable interfaces eth4 and ethl of MESCALA42. In few minutes
activate these interfaces, and from bash prompt of MESCAL11 execute
"pfgping”

Scenario 6: Disable interfaces eth2 and eth3 of MESCALA42. In few minutes
activate these interfaces, and from bash prompt of MESCAL11 execute
“pfgping”

Scenario 7: Disable interfaces eth5 of MESCALA41. In few minutes activate
this interface, and from bash prompt of MESCAL11 execute "pfgping”
Scenario 8: Disable interfaces eth5 of MESCAL41 and ethO of MESCALA43.
In few minutes activate these interfaces, and from bash prompt of
MESCAL11 execute "pFgping"

Expected result : Results of "pFgping" must be as follows:

Scenario 1: All destinations are successfully reached.
Scenario 2: All destinations are successfully reached.
Scenario 3: All destinations are successfully reached.
Scenario 4: All destinations are successfully reached.
Scenario 5: All destinations are successfully reached.
Scenario 6: All destinations are successfully reached.
Scenario 7: All destinations are successfully reached.
Scenario 8: All destinations are successfully reached.
Scenario 9: All destinations are successfully reached.
Scenario 10: All destinations are successfully reached.

Execution date : 15/09/04

Result : Obtained results are as follows:
e Scenario 1: All destinations are successfully reached.
e Scenario 2: All destinations are successfully reached.
e Scenario 3: All destinations are successfully reached.
e Scenario 4: All destinations are successfully reached.
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Failure level
Remarks

Scenario 5: All destinations are successfully reached.
Scenario 6: All destinations are successfully reached.
Scenario 7: All destinations are successfully reached.
Scenario 8: All destinations are successfully reached.
Scenario 9: All destinations are successfully reached.
e Scenario 10: All destinations are successfully reached.

: None

- None

Test Reference
Test Purpose
Procedure

: TB_P1_FUNCT/ROUT/17
. Verify intra-domain routing in AS4.

Configure the following static routes in MESCAL42:
e 41.41.41.1/30via41.41.41.9 metric 1
e 41.41.41.1/30 via 42.42.42.2 metric 2
e 43.43.43.1/30 via 41.41.41.9 metric 2
e 43.43.43.1/30 via 42.42.42.9 metric 1

Configure the following static routes in MESCALA41:
e 43.43.43.1/30 via 41.41.41.10 metric 2
o 43.43.43.1/30 via 41.41.41.6 metric 1

Configure the following static routes in MESCALA43:
e 41.41.41.1/30via41.41.41.5 metric 1
e 41.41.41.1/30 via42.42.42.1 metric 2

Log into MESCALA42. From a bash prompt, ping the following addresses:
e Scenario 1:41.41.41.1
e Scenario 2: 43.43.43.1

Disable interface eth2 of MESCAL43, and then ping the following addresses:
e Scenario 3:41.41.41.1
e Scenario 4: 43.43.43.1

Disable interface eth4 of MESCALA41, and then ping the following addresses:
e Scenario 5:41.41.41.1
e Scenario 6: 43.43.43.1

Enable interface eth2 of MESCALA43, and then ping the following addresses:
e Scenario 7:41.41.41.1
e Scenario 8: 43.43.43.1

Disable interface eth3 of MESCALA41, and then ping the following addresses:
e Scenario 9:41.41.41.1
e Scenario 10: 43.43.43.1

Expected result : Results of ping requests must be as follows:

Scenario 1: Success.
Scenario 2: Success.
Scenario 3: Success.
Scenario 4: Success.
Scenario 5: Unreachable destination.

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 166 of 402

Scenario 6: Unreachable destination.
Scenario 7: Success.

Scenario 8: Success.

Scenario 9: Success.

Scenario 10: Unreachable destination.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: Success.

Scenario 2: Success.

Scenario 3: Success.

Scenario 4: Success.

Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.
Scenario 7: Success.

Scenario 8: Success.

Scenario 9: Success.

e Scenario 10: Unreachable destination.

Failure level : None

Remarks : None

10.1.2TB_P1_FUNCT/DSSW

In this section, we list tests that aim at verifying DSCP swapping operations in both ingress and egress
of ASs. Before starting executing these tests, it is recommended to verify that the DSCP values that
have been assigned in the testbed configuration are correctly settled in gsi and gse scripts in all
routers of the testbed.

Test Reference : TB_P1 FUNCT/DSSW/1

Test Purpose : Verify DSCP swapping at egress of MESCAL11.

Procedure : Configure local-QoS-classes of MESCAL11 as defined in testbed Configuration
section. Practically, execute gsa script in MESCAL11.

Launch a traffic analyzer in:
e MESCAL3L1 that captures traffic going through ethl.
e MESCALZ21 that captures traffic going through eth6.

Execute successively the following commands from a bash terminal of MESCAL11.:
e Scenario 1: ping —Q 0x28 1.1.1.2
Scenario 2: ping —-Q 0x30 1.1.1.2
Scenario 3: ping —-Q 0x38 1.1.1.2
Scenario 4: ping 1.1.1.2
Scenario 5: ping —-Q 0x45 1.1.1.2
Scenario 6: ping —-Q 0x144 1.1.1.2
Scenario 7: ping —-Q 0x28 1.1.1.6
Scenario 8: ping—-Q 0x30 1.1.1.6
Scenario 9: ping —-Q 0x38 1.1.1.6
Scenario 10: ping 1.1.1.6
Scenario 11: ping —Q 0x98 1.1.1.6
Scenario 12: ping —Q 0x144 1.1.1.6

Expected result : Within the traffic analyzer, following results must be obtained:
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Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
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ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x68.
ping requests are received with a TOS value of 0x70.
ping requests are received with a TOS value of 0x78.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ ]
: None
: None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x68.
ping requests are received with a TOS value of 0x70.
ping requests are received with a TOS value of 0x78.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.

Test Reference
Test Purpose
Procedure

: TB_P1 FUNCT/DSSW/2

: Verify DSCP swapping at egress of MESCALZ21.
: Configure local-QoS-classes of MESCAL21 as defined in testbed Configuration
section. Practically, execute gsa script in MESCAL21.

Launch a traffic analyzer in:

MESCAL11 that captures traffic going through ethl.
MESCALA42 that captures traffic going through eth4.
MESCALD51 that captures traffic going through eth2.

Execute successively the following commands from a bash terminal of MESCAL21:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

ping —Q 0x48 1.1.1.5
ping —Q 0x50 1.1.1.5
ping —Q 0x58 1.1.1.5
ping 1.1.1.5

ping —Q 0x98 1.1.1.5
ping —Q 0x144 1.1.1.5
ping —Q 0x48 2.2.2.2
ping —Q 0x50 2.2.2.2
ping —Q 0x58 2.2.2.2

Scenario 10: ping 2.2.2.2
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Scenario 11: ping —Q 0x98 2.2.2.2
Scenario 12: ping —Q 0x144 2.2.2.2
Scenario 13: ping —Q 0x48 2.2.2.6
Scenario 14: ping —Q 0x50 2.2.2.6
Scenario 15: ping —Q 0x58 2.2.2.6
Scenario 16: ping 2.2.2.6

Scenario 17: ping —Q 0x98 2.2.2.6
Scenario 18; ping —Q 0x144 2.2.2.6

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0x68.
Scenario 2: ping requests are received with a TOS value of 0x70.
Scenario 3: ping requests are received with a TOS value of 0x78.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0xc8.
Scenario 8: ping requests are received with a TOS value of 0xdO.
Scenario 9: ping requests are received with a TOS value of 0xd8.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: ping requests are received with a TOS value of 0xe8.
Scenario 14: ping requests are received with a TOS value of 0xf0.
Scenario 15: ping requests are received with a TOS value of 0xf8.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: ping requests are received with a TOS value of 0x00.
Scenario 18: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of 0x68.
Scenario 2: ping requests are received with a TOS value of 0x70.
Scenario 3: ping requests are received with a TOS value of 0x78.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0xc8.
Scenario 8: ping requests are received with a TOS value of 0xdO.
Scenario 9: ping requests are received with a TOS value of 0xd8.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: Cancelled
Scenario 14: Cancelled
Scenario 15: Cancelled
Scenario 16: Cancelled
Scenario 17: Cancelled

e Scenario 18: Cancelled
Failure level : None
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: The scenarios cancelled are obsolete since the inter-domain link between AS2 and
AS5 is dropped.

Remarks

Test Reference : TB_P1 FUNCT/DSSW/3

Test Purpose : Verify DSCP swapping at egress of MESCAL31.

Procedure : Configure local-QoS-classes of MESCALZ31 as defined in testbed Configuration
section. Practically, execute gsa script in MESCAL3L.

Launch a traffic analyzer in:
e MESCALL11 that captures traffic going through ethQ.
e MESCALA42 that captures traffic going through ethl.
e MESCALA41 that captures traffic going through ethQ.

Execute successively the following commands from a bash terminal of MESCAL31:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

ping —Q 0x68 1.1.1.1
ping —Q 0x70 1.1.1.1
ping —-Q 0x78 1.1.1.1
ping 1.1.1.1

ping —Q 0x98 1.1.1.1
ping —Q 0x144 1.1.1.1
ping —Q 0x68 3.3.3.6
ping —Q 0x70 3.3.3.6
ping —Q 0x78 3.3.3.6
ping 3.3.3.6

ping —Q 0x98 3.3.3.6
ping —Q 0x144 3.3.3.6
ping —Q 0x68 3.3.3.2
ping —Q 0x70 3.3.3.2
ping —Q 0x78 3.3.3.2
ping 3.3.3.2

ping —Q 0x98 3.3.3.2
ping —Q 0x144 3.3.3.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:

ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of 0xfO.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
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Scenario 18

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ ]
: None
> None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
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: ping requests are received with a TOS value of 0x00.

ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.

Test Reference
Test Purpose
Procedure

: TB_P1 FUNCT/DSSW/4

: Verify DSCP swapping at egress of MESCALA4L.
: Configure local-QoS-classes of MESCALA41 as defined in testbed Configuration
section. Practically, execute gsa script in MESCALA4L.

Launch a traffic analyzer in:

MESCALZ31 that captures traffic going through eth6.
MESCALA42 that captures traffic going through eth2.
MESCALA43 that captures traffic going through ethl.
MESCALSG61 that captures traffic going through eth4.

Execute successively the following commands from a bash terminal of MESCALA41:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10
Scenario 11
Scenario 12
Scenario 13
Scenario 14

ping —Q 0x88 3.3.3.1

ping —Q 0x90 3.3.3.1

ping —Q 0x98 3.3.3.1

ping 3.3.3.1

ping —Q 0x55 3.3.3.1

ping —Q 0x144 3.3.3.1

ping —Q 0x88 41.41.41.10
ping —Q 0x90 41.41.41.10
ping —Q 0x98 41.41.41.10

. ping 41.41.41.10

: ping —Q 0x55 41.41.41.10
: ping —Q 0x144 41.41.41.10
: ping —Q 0x88 41.41.41.6

: ping —Q 0x90 41.41.41.6
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Scenario 15: ping —Q 0x98 41.41.41.6
Scenario 16: ping 41.41.41.6

Scenario 17: ping —Q 0x38 41.41.41.6
Scenario 18: ping —Q 0x144 41.41.41.6
Scenario 19: ping —Q 0x88 41.41.41.2
Scenario 20: ping —Q 0x90 41.41.41.2
Scenario 21: ping —Q 0x98 41.41.41.2
Scenario 22: ping 41.41.41.2

Scenario 23: ping —-Q 0x38 41.41.41.2
Scenario 24; ping —Q 0x144 41.41.41.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: ping requests are received with a TOS value of 0x88.
Scenario 14: ping requests are received with a TOS value of 0x90.
Scenario 15: ping requests are received with a TOS value of 0x98.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: ping requests are received with a TOS value of 0x00.
Scenario 18: ping requests are received with a TOS value of 0x00.
Scenario 19: ping requests are received with a TOS value of 0x48.
Scenario 20: ping requests are received with a TOS value of 0x50.
Scenario 21: ping requests are received with a TOS value of 0x58.
Scenario 22: ping requests are received with a TOS value of 0x00.
Scenario 23: ping requests are received with a TOS value of 0x00.
Scenario 24: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
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Failure level
Remarks

[ ]
: None
: None

Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
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ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.

Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/DSSW/5
: Verify DSCP swapping at egress of MESCAL42.

: Configure local-QoS-classes of MESCALA42 as defined in testbed Configuration

section. Practically, execute gsa script in MESCAL42.

Launch a traffic analyzer in:

MESCALZ21 that captures traffic going through ethO.
MESCAL31 that captures traffic going through ethO.
MESCALA41 that captures traffic going through eth4.
MESCALA43 that captures traffic going through eth2.
MESCALD51 that captures traffic going through ethl.

Execute successively the following commands from a bash terminal of MESCAL42;

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:

ping —Q 0x88 2.2.2.1

ping —Q 0x90 2.2.2.1

ping —Q 0x98 2.2.2.1

ping 2.2.2.1

ping —Q 0x55 2.2.2.1

ping —Q 0x144 2.2.2.1
ping —Q 0x88 3.3.3.5

ping —Q 0x90 3.3.3.5

ping —Q 0x98 3.3.3.5
ping 3.3.3.5

ping —Q 0x55 3.3.3.5
ping —Q 0x144 3.3.3.5
ping —Q 0x88 41.41.41.9
ping —Q 0x90 41.41.41.9
ping —Q 0x98 41.41.41.9
ping 41.41.41.9

ping —Q 0x38 41.41.41.9
ping —Q 0x144 41.41.41.9
ping —Q 0x88 42.42.42.1
ping —Q 0x90 42.42.42.1
ping —Q 0x98 42.42.42.1
ping 42.42.42.1

ping —Q 0x38 42.42.42.1
ping —Q 0x144 42.42.42.1
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Scenario 25: ping —Q 0x88 42.42.42.6
Scenario 26: ping —Q 0x90 42.42.42.6
Scenario 27: ping —Q 0x98 42.42.42.6
Scenario 28: ping 42.42.42.6

Scenario 29: ping —Q 0x38 42.42.42.6
Scenario 30: ping —Q 0x144 42.42.42.6

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of Oxc8.

Scenario 2: ping requests are received with a TOS value of 0xdO.

Scenario 3: ping requests are received with a TOS value of 0xd8.

Scenario 4: ping requests are received with a TOS value of 0x00.

Scenario 5: ping requests are received with a TOS value of 0x00.

Scenario 6: ping requests are received with a TOS value of 0x00.

Scenario 7: ping requests are received with a TOS value of Oxe8.

Scenario 8: ping requests are received with a TOS value of 0xf0.

Scenario 9: ping requests are received with a TOS value of 0xf8.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: ping requests are received with a TOS value of 0x88.
Scenario 14: ping requests are received with a TOS value of 0x90.
Scenario 15: ping requests are received with a TOS value of 0x98.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: ping requests are received with a TOS value of 0x00.
Scenario 18: ping requests are received with a TOS value of 0x00.
Scenario 19: ping requests are received with a TOS value of 0x88.
Scenario 20: ping requests are received with a TOS value of 0x80.
Scenario 21: ping requests are received with a TOS value of 0x98.
Scenario 22: ping requests are received with a TOS value of 0x00.
Scenario 23: ping requests are received with a TOS value of 0x00.
Scenario 24: ping requests are received with a TOS value of 0x00.
Scenario 25: ping requests are received with a TOS value of 0x28.
Scenario 26: ping requests are received with a TOS value of 0x30.
Scenario 27: ping requests are received with a TOS value of 0x38.
Scenario 28: ping requests are received with a TOS value of 0x00.
Scenario 29: ping requests are received with a TOS value of 0x00.
Scenario 30: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Scenario 1: ping requests are received with a TOS value of 0xc8.
Scenario 2: ping requests are received with a TOS value of 0xdO.
Scenario 3: ping requests are received with a TOS value of 0xd8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of Oxe8.
Scenario 8: ping requests are received with a TOS value of 0xf0.
Scenario 9: ping requests are received with a TOS value of 0xf8.
Scenario 10: ping requests are received with a TOS value of 0x00.
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Failure level
Remarks

[ ]
: None
: None

Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
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ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x90.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x88.
ping requests are received with a TOS value of 0x80.
ping requests are received with a TOS value of 0x98.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x28.
ping requests are received with a TOS value of 0x30.
ping requests are received with a TOS value of 0x38.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.

Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/DSSW/6
: Verify DSCP swapping at egress of MESCAL43.

: Configure local-QoS-classes of MESCALA43 as defined in testbed Configuration

section. Practically, execute gsa script in MESCALA43.

Launch a traffic analyzer in:

MESCALA41 that captures traffic going through eth3.
MESCALA42 that captures traffic going through eth3.
MESCALSG61 that captures traffic going through eth1.

Execute successively the following commands from a bash terminal of MESCAL43:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:

ping —Q 0x88 41.41.41.5
ping —Q 0x90 41.41.41.5
ping —Q 0x98 41.41.41.5
ping 41.41.41.5

ping —Q 0x55 41.41.41.5
ping —Q 0x144 41.41.41.5
ping —Q 0x88 42.42.42.1
ping —Q 0x90 42.42.42.1
ping —Q 0x98 42.42.42.1
ping 42.42.42.1

ping —Q 0x55 42.42.42.1
ping —Q 0x144 42.42.42.1
ping —Q 0x88 43.43.43.2
ping —Q 0x90 43.43.43.2
ping —Q 0x98 43.43.43.2
ping 43.43.43.2

ping —Q 0x38 43.43.43.2
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e Scenario 18: ping —Q 0x144 43.43.43.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0x88.
Scenario 2: ping requests are received with a TOS value of 0x90.
Scenario 3: ping requests are received with a TOS value of 0x98.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: ping requests are received with a TOS value of 0x48.
Scenario 14: ping requests are received with a TOS value of 0x50.
Scenario 15: ping requests are received with a TOS value of 0x58.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: ping requests are received with a TOS value of 0x00.
Scenario 18: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of 0x88.
Scenario 2: ping requests are received with a TOS value of 0x90.
Scenario 3: ping requests are received with a TOS value of 0x98.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.
Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.
Scenario 13: ping requests are received with a TOS value of 0x48.
Scenario 14: ping requests are received with a TOS value of 0x50.
Scenario 15: ping requests are received with a TOS value of 0x58.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: ping requests are received with a TOS value of 0x00.
e Scenario 18: ping requests are received with a TOS value of 0x00.
Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/DSSW/7

Test Purpose : Verify DSCP swapping at egress of MESCALDS5L1.

Procedure : Configure local-QoS-classes of MESCALS51 as defined in testbed Configuration
section. Practically, execute gsa script in MESCALS51.

Launch a traffic analyzer in:
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MESCALZ21 that captures traffic going through eth5.
MESCALA42 that captures traffic going through eth5.
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Execute successively the following commands from a bash terminal of MESCALS51.:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

ping —Q Oxa8 2.2.2.5
ping —Q 0xb0 2.2.2.5
ping —Q 0xb8 2.2.2.5
ping 2.2.2.5

ping —Q 0x55 2.2.2.5
ping —Q 0x144 2.2.2.5
ping —Q Oxa8 42.42.42.5
ping —Q 0xb0 42.42.42.5
ping —Q 0xb8 42.42.42.5

Scenario 10: ping 42.42.42.5
Scenario 11: ping —Q 0x55 42.42.42.5
Scenario 12: ping —Q 0x144 42.42.42.5

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x28.
ping requests are received with a TOS value of 0x30.
ping requests are received with a TOS value of 0x38.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ )
: None

: The scenarios cancelled above are obsolete since the link between MESCAL51 and

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Cancelled
Cancelled
Cancelled
Cancelled
Cancelled
Cancelled
ping requests are received with a TOS value of 0x28.
ping requests are received with a TOS value of 0x30.
ping requests are received with a TOS value of 0x38.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: ping requests are received with a TOS value of 0x00.
Scenario 12: ping requests are received with a TOS value of 0x00.

MESCAL21 was broken.

Test Reference : TB_P1 FUNCT/DSSW/8
: Verify DSCP swapping at egress of MESCALG61.

Test Purpose
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Procedure
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: Configure local-QoS-classes of MESCALG61 as defined in testbed Configuration
section. Practically, execute gsa script in MESCALG6L.

Launch a traffic analyzer in:

MESCALA41 that captures traffic going through eth5.
MESCALA43 that captures traffic going through ethO.
MESCALY71 that captures traffic going through ethl.
MESCALS8L. that captures traffic going through eth2.

Execute successively the following commands from a bash terminal of MESCALSG61.:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:

ping —Q 0xc8 41.41.41.1
ping —Q 0xd0 41.41.41.1
ping —Q 0xd8 41.41.41.1
ping 41.41.41.1

ping —Q 0x55 41.41.41.1
ping —Q 0x144 41.41.41.1
ping —Q 0xc8 43.43.43.1
ping —Q 0xd0 43.43.43.1
ping —Q 0xd8 43.43.43.1
ping 43.43.43.1

ping —Q 0x55 43.43.43.1
ping —Q 0x144 43.43.43.1
ping —Q 0xc8 6.6.6.2
ping —Q 0xd0 6.6.6.2
ping —Q 0xd8 6.6.6.2
ping 6.6.6.2

ping —Q 0x55 6.6.6.2
ping —Q 0x144 6.6.6.2
ping —Q 0xc8 6.6.6.6
ping —Q 0xd0 6.6.6.6
ping —Q 0xd8 6.6.6.6
ping 6.6.6.6

ping —Q 0x55 6.6.6.6
ping —Q 0x144 6.6.6.6

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:

ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of Oxa8.
ping requests are received with a TOS value of OxbO0.
ping requests are received with a TOS value of Oxb8.
ping requests are received with a TOS value of 0x00.
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Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ ]
: None
: None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
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ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.

ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0xa8.
ping requests are received with a TOS value of 0xbO0.
ping requests are received with a TOS value of Oxb8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.
ping requests are received with a TOS value of 0x00.

Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/DSSW/9
: Verify DSCP swapping at egress of MESCALT7L.

: Configure local-QoS-classes of MESCAL71 as defined in testbed Configuration

section. Practically, execute gsa script in MESCALT71.

Launch a traffic analyzer in:
MESCALSG61 that captures traffic going through eth2.

Execute successively the following commands from a bash terminal of MESCAL71:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:

ping —Q 0xe8 6.6.6.1
ping —Q 0xf0 6.6.6.1
ping —Q 0xf8 6.6.6.1
ping 6.6.6.1
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e Scenario 5: ping —Q 0x55 6.6.6.1
e Scenario 6: ping —Q 0x144 6.6.6.1

Expected result : Within the traffic analyzer, following results must be obtained:

Execution date
Result

Failure level
Remarks

Scenario 1: ping requests are received with a TOS value of Oxa8.
Scenario 2: ping requests are received with a TOS value of 0xbO0.
Scenario 3: ping requests are received with a TOS value of Oxb8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.

: 15/09/04
: Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of Oxa8.
Scenario 2: ping requests are received with a TOS value of 0xbO0.
Scenario 3: ping requests are received with a TOS value of Oxb8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
e Scenario 6: ping requests are received with a TOS value of 0x00.
: None
: None

Test Reference
Test Purpose
Procedure

: TB_P1_FUNCT/DSSW/10

: Verify DSCP swapping at egress of MESCALS81.

: Configure local-QoS-classes of MESCALS81 as defined in testbed Configuration
section. Practically, execute gsa script in MESCALS1.

Launch a traffic analyzer in:
e MESCALSGL that captures traffic going through eth3.

Execute successively the following commands from a bash terminal of MESCALS8L.:
e Scenario 1: ping —Q 0xe8 6.6.6.5

Scenario 2: ping —Q 0xf0 6.6.6.5

Scenario 3: ping —Q 0xf8 6.6.6.5

Scenario 4: ping 6.6.6.5

Scenario 5: ping —Q 0x55 6.6.6.5

Scenario 6: ping —Q 0x144 6.6.6.5

Expected result : Within the traffic analyzer, following results must be obtained:

Execution date
Result

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: ping requests are received with a TOS value of 0x00.
Scenario 6: ping requests are received with a TOS value of 0x00.

: 15/09/04
: Obtained results are as follows:

e Scenario 1: ping requests are received with a TOS value of 0xe8.
e Scenario 2: ping requests are received with a TOS value of 0xf0.

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 180 of 402

Scenario 3: ping requests are received with a TOS value of 0xf8.

Scenario 4: ping requests are received with a TOS value of 0x00.

Scenario 5: ping requests are received with a TOS value of 0x00.
e Scenario 6: ping requests are received with a TOS value of 0x00.

Failure level  : None

Remarks : None

Test Reference : TB_P1 FUNCT/DSSW/11
Test Purpose : Verify DSCP swapping at ingress of MESCAL11.

Procedure . execute gsdel in both MESCAL31 and MESCAL21 and gsi in MESCALL11.
Launch a traffic analyzer in MESCAL21 that captures traffic going through eth6. Also
launch a traffic analyzer in MESCAL31 that captures traffic going through ethl.
Ensure that BGPD is started between AS1 and AS2, AS1 and AS3.

Execute successively the following commands in MESCAL3L1; examine traffic going
through interface ethO of MESCAL11:

Scenario 1: ping —-Q 0x88 1.1.1.6
Scenario 2: ping —-Q 0x90 1.1.1.6
Scenario 3: ping —-Q 0x98 1.1.1.6
Scenario 4: ping 1.1.1.6

Scenario 5: ping —-Q 0x53 1.1.1.6
Scenario 6: ping —-Q 0x144 1.1.1.6

Execute successively the following commands in MESCAL21; examine traffic going
through interface ethl of MESCAL11:

Scenario 7: ping —-Q 0x68 1.1.1.2
Scenario 8: ping —-Q 0x70 1.1.1.2
Scenario 9: ping —-Q 0x78 1.1.1.2
Scenario 10: ping 1.1.1.6

Scenario 11: ping —Q 0x98 1.1.1.2
Scenario 12: ping —Q 0x144 1.1.1.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0x28.
Scenario 2: ping requests are received with a TOS value of 0x30.
Scenario 3: ping requests are received with a TOS value of 0x38.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0x28.
Scenario 8: ping requests are received with a TOS value of 0x30.
Scenario 9: ping requests are received with a TOS value of 0x38.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

Scenario 12: Unreachable destination.

Execution date : 15/09/04
Result : Obtained results are as follows:

e Scenario 1: ping requests are received with a TOS value of 0x28.
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Scenario 2: ping requests are received with a TOS value of 0x30.
Scenario 3: ping requests are received with a TOS value of 0x38.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.
Scenario 7: ping requests are received with a TOS value of 0x28.
Scenario 8: ping requests are received with a TOS value of 0x30.
Scenario 9: ping requests are received with a TOS value of 0x38.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

e Scenario 12: Unreachable destination.
Failure level  : None
Remarks - None

Test Reference : TB_P1 FUNCT/DSSW/12
Test Purpose : Verify DSCP swapping at ingress of MESCALZ21.

Procedure : Ensure that BGP sessions are activated between AS2 and AS1, AS2 and AS4 and
AS2 and AS5. Execute gsa in MESCAL21 and gsdel script in:

= MESCAL11
= MESCALA42
= MESCALS51

Launch a traffic analyzer in the following interfaces:

e Ethl of MESCAL11
e Eth4 of MESCAL42

Execute successively the following commands from a bash terminal of MESCAL11;
examine traffic going through eth4 of MESCALA42:
e Scenario 1: ping —Q 0x68 2.2.2.2
Scenario 2: ping —Q 0x70 2.2.2.2
Scenario 3: ping —Q 0x78 2.2.2.2
Scenario 4: ping 2.2.2.2
Scenario 5: ping —Q 0x98 2.2.2.2
Scenario 6: ping —Q 0x144 2.2.2.2

Execute successively the following commands from a bash terminal of MESCAL42;
examine traffic going through ethl of MESCALL:
e Scenario 7: ping —Q 0xc8 1.1.1.5
Scenario 8: ping —-Q 0xd0 1.1.1.5
Scenario 9: ping —-Q 0xd8 1.1.1.5
Scenario 10: ping 2.2.2.1
Scenario 11: ping —Q 0x98 1.1.1.5
Scenario 12: ping —Q 0x144 1.1.1.5

Execute successively the following commands from a bash terminal of MESCAL51;
examine traffic going through ethl of MESCAL11:

e Scenario 13: ping —Q 0xe8 1.1.1.5

e Scenario 14: ping —Q 0xf0 1.1.1.5

e Scenario 15: ping —Q 0xf8 1.1.1.5

e Scenario 16: ping 1.1.1.5
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Scenario 17
Scenario 18
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: ping -Q 0x98 1.1.1.5
: ping —Q 0x144 1.1.1.5

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

: None
: The link between MESCAL51 and MESCAL21 was broken.

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

ping requests are received with a TOS value of Oxc8.
ping requests are received with a TOS value of 0xdO.
ping requests are received with a TOS value of 0xd8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0x68.
ping requests are received with a TOS value of 0x70.
ping requests are received with a TOS value of 0x78.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0x68.
ping requests are received with a TOS value of 0x70.
ping requests are received with a TOS value of 0x78.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0xc8.
ping requests are received with a TOS value of 0xdO.
ping requests are received with a TOS value of 0xd8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0x68.
ping requests are received with a TOS value of 0x70.
ping requests are received with a TOS value of 0x78.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

Cancelled

Cancelled

Cancelled

Cancelled

Cancelled

Cancelled

Test Reference

Test Purpose

Procedure

: TB_P1_FUNCT/DSSW/13
: Verify DSCP swapping at ingress of MESCAL31.

: Ensure that BGP sessions are activated between AS3 and AS1 and AS3 and AS4.

Execute gsa in MESCAL21 and gsdel script in:
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= MESCAL11
= MESCALA42
= MESCAL41

Launch a traffic analyzer in the following interfaces:

e EthO of MESCAL11
e Ethl of MESCAL42

Execute successively the following commands from a bash terminal of MESCAL11;
examine traffic going through ethl of MESCALA42:
e Scenario 1: ping —Q 0x88 3.3.3.6
Scenario 2: ping —Q 0x90 3.3.3.6
Scenario 3: ping —Q 0x98 3.3.3.6
Scenario 4: ping 3.3.3.6
Scenario 5: ping —Q 0x55 3.3.3.6
Scenario 6: ping —Q 0x144 3.3.3.6

Execute successively the following commands from a bash terminal of MESCALA41,;
examine traffic going through ethO of MESCAL11:
e Scenario 7: ping —Q Oxe8 1.1.1.1
Scenario 8: ping —-Q 0xf0 1.1.1.1
Scenario 9: ping —-Q 0xf8 1.1.1.1
Scenario 10: ping 1.1.1.1
Scenario 11: ping—Q 0x98 1.1.1.1
Scenario 12: ping —-Q 0x144 1.1.1.1

Execute successively the following commands from a bash terminal of MESCAL42;
examine traffic going through ethO of MESCAL11:
e Scenario 13: ping—Q 0xe8 1.1.1.1
Scenario 14; ping —-Q 0xf0 1.1.1.1
Scenario 15; ping —-Q 0xf8 1.1.1.1
Scenario 16: ping 1.1.1.1
Scenario 17: ping—Q 0x98 1.1.1.1
Scenario 18: ping —-Q 0x144 1.1.1.1

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

Scenario 12: Unreachable destination.

Scenario 13: ping requests are received with a TOS value of 0x88.
Scenario 14: ping requests are received with a TOS value of 0x90.
Scenario 15: ping requests are received with a TOS value of 0x98.
Scenario 16: ping requests are received with a TOS value of 0x00.
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Scenario 17: Unreachable destination.
Scenario 18: Unreachable destination.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ ]
: None
: None

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0x88.
Scenario 8: ping requests are received with a TOS value of 0x90.
Scenario 9: ping requests are received with a TOS value of 0x98.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

Scenario 12: Unreachable destination.

Scenario 13: ping requests are received with a TOS value of 0x88.
Scenario 14: ping requests are received with a TOS value of 0x90.
Scenario 15: ping requests are received with a TOS value of 0x98.
Scenario 16: ping requests are received with a TOS value of 0x00.
Scenario 17: Unreachable destination.

Scenario 18: Unreachable destination.

Test Reference
Test Purpose

Procedure

: TB_P1_FUNCT/DSSW/14
: Verify DSCP swapping at ingress of MESCALA41.

: Ensure that BGP is activated between AS4 and AS AS4 and AS6. Execute gsdel in
MESCAL31 and MESCALG61. And execute gsa in MESCALA4L.

Execute successively the following commands from a bash terminal of MESCALSG61,
check then what is received in eth6 of MESCAL31:

Scenario 1: ping —Q 0x48 3.3.3.1
Scenario 2: ping —Q 0x50 3.3.3.1
Scenario 3: ping —Q 0x58 3.3.3.1
Scenario 4: ping 3.3.3.1

Scenario 5: ping —Q 0x70 3.3.3.1
Scenario 6: ping —Q 0x144 3.3.3.1

Execute successively the following commands from a bash terminal of MESCAL31,
check then what is received in eth4 of MESCALG1:

Scenario 7: ping —Q 0xe8 41.41.41.2
Scenario 8: ping —Q 0xf0 41.41.41.2
Scenario 9: ping —Q 0xf8 41.41.41.2
Scenario 10: ping 41.41.41.2

Scenario 11: ping —Q 0x55 41.41.41.2
Scenario 12: ping —Q 0x144 41.41.41.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0xe8.
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Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
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ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.
Scenario 12: Unreachable destination.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0x48.
ping requests are received with a TOS value of 0x50.
ping requests are received with a TOS value of 0x58.

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.
Scenario 12: Unreachable destination.

: None
: None

Test Reference
Test Purpose

Procedure

: TB_P1_FUNCT/DSSW/15
: Verify DSCP swapping at ingress of MESCAL42.

: Ensure that BGP is activated between AS4 and AS3, AS4 and AS2 and AS4 and
AS5. Execute gsdel in MESCAL21, MESCAL31 and MESCAL51. And execute

gsa in MESCALA42.

Execute successively the following commands from a bash terminal of MESCAL31,

check then what is received in ethO of MESCAL21:
e Scenario 1: ping —Q Oxe8 2.2.2.1

Scenario 2: ping —Q 0xf0 2.2.2.1

Scenario 3: ping —Q 0xf8 2.2.2.1

Scenario 4: ping 2.2.2.1

Scenario 5: ping —Q 0x55 2.2.2.1

Scenario 6: ping —Q 0x144 2.2.2.1

Execute successively the following commands from a bash terminal of MESCAL21,

check then what is received in ethO of MESCAL31:
e Scenario 7: ping —Q 0xc8 3.3.3.5

Scenario 8: ping —Q 0xd0 3.3.3.5

Scenario 9: ping —Q 0xd8 3.3.3.5

Scenario 10: ping 2.2.2.1

Scenario 11: ping —Q 0x55 3.3.3.5
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Execute successively the following commands from a bash terminal of MESCALS51,

Scenario 12
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 ping —Q 0x144 3.3.3.5

and check what is received in ethO of MESCAL31:

Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10
Scenario 11
Scenario 12

ping —Q 0x28 3.3.3.5
ping —Q 0x30 3.3.3.5
ping —Q 0x38 3.3.3.5

: ping 3.3.3.5

: ping —Q 0x55 3.3.3.5

: ping —Q 0x144 3.3.3.5

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

Execution date : 15/09/04

Result

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

ping requests are received with a TOS value of 0xc8.
ping requests are received with a TOS value of 0xd0.
ping requests are received with a TOS value of 0xc8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of Oxf0.
ping requests are received with a TOS value of Oxf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

: Obtained results are as follows:

ping requests are received with a TOS value of 0xc8.
ping requests are received with a TOS value of 0xd0.
ping requests are received with a TOS value of 0xc8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of Oxf0.
ping requests are received with a TOS value of Oxf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of Oxf0.
ping requests are received with a TOS value of Oxf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.
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Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/DSSW/16
Test Purpose : Verify DSCP swapping at ingress of MESCALA43.

Procedure : Ensure that BGP is activated between AS4 and AS6. Execute qsdel in MESCALG61
and gsa in MESCAL43.

Execute successively the following commands from a bash terminal of MESCALSG61,
and check what is received in eth3 of MESCALA41:

Scenario 1: ping —Q 0x48 41.41.41.5
Scenario 2: ping —Q 0x50 41.41.41.5
Scenario 3: ping —Q 0x58 41.41.41.5
Scenario 4: ping 41.41.41.5

Scenario 5: ping —Q 0x55 41.41.41.5
Scenario 6: ping —Q 0x144 41.41.41.5

Execute successively the following commands from a bash terminal of MESCALG6L1,
and check what is received in eth3 of MESCALA42:

Scenario 7: ping —Q 0x48 42.42.42.1
Scenario 8: ping —Q 0x50 42.42.42.1
Scenario 9: ping —Q 0x58 42.42.42.1
Scenario 10: ping 42.42.42.1

Scenario 11: ping —Q 0x55 42.42.42.1
Scenario 12: ping —Q 0x144 42.42.42.1

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0x88.
Scenario 2: ping requests are received with a TOS value of 0x90.
Scenario 3: ping requests are received with a TOS value of 0x98.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0x88
Scenario 8: ping requests are received with a TOS value of 0x98
Scenario 9: ping requests are received with a TOS value of 0x98
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

Scenario 12: Unreachable destination.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of 0x88.
Scenario 2: ping requests are received with a TOS value of 0x90.
Scenario 3: ping requests are received with a TOS value of 0x98.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0x88
Scenario 8: ping requests are received with a TOS value of 0x98
Scenario 9: ping requests are received with a TOS value of 0x98
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[ )
[ )
[ )
Failure level : None
Remarks : None

Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.
Scenario 12: Unreachable destination.

Test Reference : TB_P1 FUNCT/DSSW/17
Test Purpose : Verify DSCP swapping at egress of MESCALS51.

Procedure . Ensure that BGP is activated between AS5 and AS2 and between AS4 and ASS.
Execute qsdel in MESCALZ21 and MESCALA42. And execute gsa in MESCALS51.

Execute successively the following commands from a bash terminal of MESCAL21,
and check what is received in eth5 of MESCALA42:

Scenario 1: ping —Q Oxe8 42.42.42.5
Scenario 2: ping —Q 0xf0 42.42.42.5
Scenario 3: ping —Q 0xf8 42.42.42.5
Scenario 4: ping 42.42.42.5

Scenario 5: ping —Q 0x55 42.42.42.5
Scenario 6: ping —Q 0x144 42.42.42.5

Execute successively the following commands from a bash terminal of MESCAL42,
and check what is received in eth5 of MESCAL21:

Scenario 7: ping —Q 0x28 2.2.2.5
Scenario 8: ping —-Q 0x30 2.2.2.5
Scenario 9: ping —Q 0x38 2.2.2.5
Scenario 10: ping 2.2.2.5

Scenario 11: ping —Q 0x55 2.2.2.5
Scenario 12: ping —Q 0x144 2.2.2.5

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of 0x28.
Scenario 2: ping requests are received with a TOS value of 0x30.
Scenario 3: ping requests are received with a TOS value of 0x38.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

Scenario 6: Unreachable destination.

Scenario 7: ping requests are received with a TOS value of 0xe8.
Scenario 8: ping requests are received with a TOS value of 0xf0.
Scenario 9: ping requests are received with a TOS value of 0xf8.
Scenario 10: ping requests are received with a TOS value of 0x00.
Scenario 11: Unreachable destination.

Scenario 12: Unreachable destination.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of 0x28.
Scenario 2: ping requests are received with a TOS value of 0x30.
Scenario 3: ping requests are received with a TOS value of 0x38.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.
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Scenario 7: Cancelled
Scenario 8: Cancelled
Scenario 9: Cancelled
Scenario 10: Cancelled
Scenario 11: Cancelled
e Scenario 12: Cancelled
Failure level : None
Remarks : None
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Test Reference : TB_P1 FUNCT/DSSW/18
Test Purpose : Verify DSCP swapping at egress of MESCALG61.

Procedure : Ensure that BGP is activated between AS6 and AS7, AS6 and AS8 and between AS4
and AS6. Execute gsdel in MESCAL41, MESCAL43, MESCAL71 and

MESCALS81. And execute gsa in MESCALSG61.

Execute successively the following commands from a bash terminal of MESCALA41,

and check what is received in eth2 of MESCALS8L.:
e Scenario 1: ping —Q 0x48 6.6.6.6.6

Scenario 2: ping —Q 0x50 6.6.6.6.6

Scenario 3: ping —Q 0x58 6.6.6.6.6

Scenario 4: ping 6.6.6.6.6

Scenario 5: ping —Q 0x55 6.6.6.6.6

Scenario 6: ping —Q 0x144 6.6.6.6.6

Execute successively the following commands from a bash terminal of MESCAL43,

and check what is received in eth2 of MESCALS8L.:
e Scenario 7: ping —Q 0x48 6.6.6.6.6

Scenario 8: ping —Q 0x50 6.6.6.6.6

Scenario 9: ping —Q 0x58 6.6.6.6.6

Scenario 10: ping 6.6.6.6.6

Scenario 11: ping —Q 0x55 6.6.6.6.6

Scenario 12: ping —Q 0x144 6.6.6.6.6

Execute successively the following commands from a bash terminal of MESCAL71,

and check what is received in eth2 of MESCALS8L.:
e Scenario 13: ping —Q 0xa8 6.6.6.6

Scenario 14: ping —Q 0xa0 6.6.6.6

Scenario 15: ping —Q 0xa8 6.6.6.6

Scenario 16: ping 6.6.6.6

Scenario 17: ping —Q 0x55 6.6.6.6

Scenario 18: ping —Q 0x144 6.6.6.6

Execute successively the following commands from a bash terminal of MESCALS81,

and check what is received in ethl of MESCAL71:
e Scenario 19: ping —Q 0xe8 6.6.6.2

Scenario 20: ping —Q 0xf0 6.6.6.2

Scenario 21: ping —Q 0xf8 6.6.6.2

Scenario 22: ping 6.6.6.2

Scenario 23: ping —Q 0x55 6.6.6.2

Scenario 24: ping —Q 0x144 6.6.6.2

Expected result : Within the traffic analyzer, following results must be obtained:
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Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:

Execution date : 15/09/04

Result

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
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ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of 0xfO.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0xa8.
ping requests are received with a TOS value of 0xb0.
ping requests are received with a TOS value of 0xb8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

: Obtained results are as follows:

ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0xe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of Oxe8.
ping requests are received with a TOS value of 0xf0.
ping requests are received with a TOS value of 0xf8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

ping requests are received with a TOS value of 0xa8.
ping requests are received with a TOS value of 0xbO0.
ping requests are received with a TOS value of Oxb8.
ping requests are received with a TOS value of 0x00.
Unreachable destination.

Unreachable destination.

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 191 of 402

Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/DSSW/19
Test Purpose : Verify DSCP swapping at egress of MESCALT71.

Procedure : Ensure that BGP is activated between AS6 and AS7. Execute gsdel in
MESCALG61. And execute gsa in MESCALT71.

Execute successively the following commands from a bash terminal of MESCALG61.:
e Scenario 1: ping —Q Oxa8 6.6.6.2

Scenario 2: ping —Q 0xb0 6.6.6.2

Scenario 3: ping —Q 0xb8 6.6.6.2

Scenario 4: ping 6.6.6.2

Scenario 5: ping —Q 0x55 6.6.6.2

Scenario 6: ping —Q 0x144 6.6.6.2

Expected result : Within the traffic analyzer, following results must be obtained:

Scenario 1: ping requests are received with a TOS value of Oxa8.
Scenario 2: ping requests are received with a TOS value of 0xbO0.
Scenario 3: ping requests are received with a TOS value of Oxb8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.

Execution date : 15/09/04
Result : Obtained results are as follows:

Scenario 1: ping requests are received with a TOS value of Oxa8.
Scenario 2: ping requests are received with a TOS value of 0xbO0.
Scenario 3: ping requests are received with a TOS value of Oxb8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.

e Scenario 6: Unreachable destination.
Failure level  : None
Remarks : None

Test Reference : TB_P1 FUNCT/DSSW/20
Test Purpose : Verify DSCP swapping at egress of MESCALSL..
Procedure : execute gsdel in MESCALG61. And execute gsa in MESCALS1.

Execute successively the following commands from a bash terminal of MESCALG61.:
e Scenario 1: ping —Q Oxe8 6.6.6.6

Scenario 2: ping —Q 0xf0 6.6.6.6

Scenario 3: ping —Q 0xf8 6.6.6.6

Scenario 4: ping 6.6.6.6

Scenario 5: ping —Q 0x55 6.6.6.6

Scenario 6: ping —Q 0x144 6.6.6.6

Expected result : Within the traffic analyzer, following results must be obtained:

e Scenario 1: ping requests are received with a TOS value of 0xe8.
e Scenario 2: ping requests are received with a TOS value of 0xf0.
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Execution date
Result

Failure level
Remarks

Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.

: 15/09/04
: Obtained results are as follows:

: None
: None

Scenario 1: ping requests are received with a TOS value of Oxe8.
Scenario 2: ping requests are received with a TOS value of 0xf0.
Scenario 3: ping requests are received with a TOS value of 0xf8.
Scenario 4: ping requests are received with a TOS value of 0x00.
Scenario 5: Unreachable destination.
Scenario 6: Unreachable destination.

Test Reference
Test Purpose
Procedure

: TB_P1_FUNCT/DSSW/21
. Verify the QoS configuration of the whole testbed.

Log to MESCAL11, then execute the pFfgping script. The scenarios are linked
together; the starting configuration of scenario N+1 is the one for Scenario N.

Scenario 1: Execute gsa script in all router, or execute initgos from
MESCAL_ADM.

Scenario 2: execute gsdel in MESCAL31 and MESCAL21.

Scenario 3: execute qsi-ethl in MESCAL31 and gsi-eth6 in
MESCAL21.

Scenario 4: execute gsa in MESCAL31 and MESCAL21.

Expected result : the following results must be obtained as output of pFgping script.

Scenario 1: All destinations are reachable in all meta-QoS-class planes.
Scenario 2: All destinations are reachable in best effort plane. But only
MESCAL31 and MESCALZ21 interfaces are reachable in the rest of meta-
QoS-class planes.

Scenario 3: All destinations are reachable in best effort plane. But only
MESCAL31 and MESCALZ21 interfaces are reachable in the rest of meta-
QoS-class planes.

Scenario 4: All destinations are reached in all meta-QoS-class planes.

Execution date : 15/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

[ )
: None
: None

Scenario 1: All destinations are reachable in all meta-QoS-class planes.
Scenario 2: All destinations are reachable in best effort plane. But only
MESCAL31 and MESCALZ21 interfaces are reachable in the rest of meta-
QoS-class planes.

Scenario 3: All destinations are reachable in best effort plane. But only
MESCAL31 and MESCALZ21 interfaces are reachable in the rest of meta-
QoS-class planes.

Scenario 4: All destinations are reached in all meta-QoS-class planes.
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10.1.3TB_P1_FUNCT/SHAP

Tests that are to be carried in this section assume that the following bandwidth configuration is
deployed in testbed. Before beginning executing these tests, verify that TC scripts are conform to this
configuration.*

MC BW (Mbit/s) BW (Mbit/s)
> €

Table 36 - Bandwidth Threshold per meta-QoS-class

* The link between AS2 and AS5 is no more alive. Thus, test related to the link between these two routers will be
concelled.
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Test Reference : TB_P1 FUNCT/SHAP/1

Test Purpose
Procedure

Scenario 1:
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
31.0.0.2
Scenario
31.0.0.2
Scenario
31.0.0.2
Scenario
31.0.0.2

2:

3:

4.

5:

6:

7:

8:

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

: Verify shaping configuration in MESCAL11.
: Log to MESCAL11, Configure Smartbit to generate traffic as follows:

with tos=0x00 and throughput = 5Mbit/s towards
with tos=0x28 and throughput = 5Mbit/s towards
with tos=0x30 and throughput = 5Mbit/s towards
with tos=0x38 and throughput = 5Mbit/s towards
with tos=0x00 and throughput = 5Mbit/s towards
with tos=0x28 and throughput = 5Mbit/s towards
with tos=0x30 and throughput = 5Mbit/s towards
with tos=0x38 and throughput = 5Mbit/s towards

Execute gsa script from a bash prompt.
Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

21.0.0.2

Scenario 10
21.0.0.2

Scenario 11
21.0.0.2

Scenario 12
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario
21.0.0.2
Scenario 20
21.0.0.2

Scenario 21
21.0.0.2

Scenario 22
21.0.0.2

Scenario 23
21.0.0.2

Scenario 24
21.0.0.2

13

14

15

16

17

18

19

. Stream

: Stream

. Stream

. Stream

: Stream

: Stream

: Stream

: Stream

. Stream

: Stream

: Stream

: Stream

: Stream

. Stream

: Stream

with tos=0x28 and throughput = 0.5Mbit/s towards
with tos=0x30 and throughput = 0.5Mbit/s towards
with tos=0x38 and throughput = 0.5Mbit/s towards
with tos=0x00 and throughput = 5Mbit/s towards
with tos=0x28 and throughput = 5Mbit/s towards
with tos=0x30 and throughput = 5Mbit/s towards
with tos=0x38 and throughput = 5Mbit/s towards
with tos=0x00 and throughput = 1Mbit/s towards
with tos=0x28 and throughput = 1Mbit/s towards
with tos=0x30 and throughput = 1Mbit/s towards
with tos=0x38 and throughput = 1Mbit/s towards
with tos=0x00 and throughput = 7Mbit/s towards
with tos=0x28 and throughput = 2Mbit/s towards
with tos=0x30 and throughput = 2Mbit/s towards

with tos=0x38 and throughput = 2Mbit/s towards
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Scenario 25:

31.0.0.2

Scenario 26:

31.0.0.2

Scenario 27:

31.0.0.2

Scenario 28:

31.0.0.2

Scenario 29:

31.0.0.2

Scenario 30:

31.0.0.2

Scenario 31:

31.0.0.2

Scenario 32:

31.0.0.2

Scenario 33:

31.0.0.2

Scenario 34:

31.0.0.2

Scenario 35:

31.0.0.2

Scenario 36:

31.0.0.2

Scenario 37:

31.0.0.2

Scenario 38:

31.0.0.2

Scenario 39:

31.0.0.2

Scenario 40:

31.0.0.2
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Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x28 and throughput = 0.5Mbit/s towards

Stream with tos=0x30 and throughput = 0.5Mbit/s towards

Stream with tos=0x38 and throughput = 0.5Mbit/s towards

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

with tos=0x00 and throughput = 5Mbit/s towards
with tos=0x28 and throughput = 5Mbit/s towards
with tos=0x30 and throughput = 5Mbit/s towards
with tos=0x38 and throughput = 5Mbit/s towards
with tos=0x00 and throughput = 1Mbit/s towards
with tos=0x28 and throughput = 1Mbit/s towards
with tos=0x30 and throughput = 1Mbit/s towards
with tos=0x38 and throughput = 1Mbit/s towards
with tos=0x00 and throughput = 7Mbit/s towards
with tos=0x28 and throughput = 2Mbit/s towards
with tos=0x30 and throughput = 2Mbit/s towards

with tos=0x38 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Expected result : The following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results

Execution date : 15/09/04
: Obtained results are as follows:

Result

Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:

No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop.
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Failure level
Remarks

: None
: None

Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

61.0.0.2

Scenario 2: Stream with tos=0xe8 and throughput

61.0.0.2

Scenario 3: Stream with tos=0xf0 and throughput

61.0.0.2

Scenario 4: Stream with tos=0xf8 and throughput

61.0.0.2

: TB_P1_FUNCT/SHAP/2
: Verify shaping configuration in MESCALT71.
: Log to MESCALT71, Configure Smartbit to generate traffic as follows:

Execute gsa script from a bash prompt.

Scenario 5: Stream with tos=0x00 and throughput =

61.0.0.2

Scenario 6: Stream with tos=0xe8 and throughput =

61.0.0.2

Scenario 7: Stream with tos=0xfO and throughput =

61.0.0.2

Scenario 8: Stream with tos=0xf8 and throughput =

61.0.0.2

Scenario
61.0.0.2

Scenario 10
61.0.0.2

Scenario 11
61.0.0.2

Scenario 12
61.0.0.2

Scenario 13
61.0.0.2

Scenario 14
61.0.0.2
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9: Stream with tos=0x00 and throughput

. Stream with tos=0xe8 and throughput

. Stream with tos=0xf0 and throughput

. Stream with tos=0xf8 and throughput

. Stream with tos=0x00 and throughput

. Stream with tos=0xe8 and throughput
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5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= 5Mbit/s towards

= 5Mbit/s towards

= 5Mbit/s towards

= 5Mbit/s towards

= 1Mbit/s towards

= 1Mbit/s towards
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Scenario 15:

61.0.0.2

Scenario 16:

61.0.0.2

Scenario 17:

61.0.0.2

Scenario 18:

61.0.0.2

Scenario 19:

61.0.0.2

Scenario 20:

61.0.0.2

Stream with tos=0xf0 and throughput
Stream with tos=0xf8 and throughput
Stream with tos=0x00 and throughput
Stream with tos=0xe8 and throughput
Stream with tos=0xf0 and throughput

Stream with tos=0xf8 and throughput

Check with Smartbit statistics if there is traffic drops.

Expected result :

Execution date : 15/09/04

Result

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5SMbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.

: Obtained results are as follows:

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Copyright © MESCAL Consortium, July 2005

Page 198 of 402

1Mbit/s towards

1Mbit/s towards

7Mbit/s towards

2Mbit/s towards

2Mbit/s towards

2Mbit/s towards
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Failure level
Remarks

= Scenario 4: No drop.

= Scenario 5: No drop.

= Scenario 6: No drop.

= Scenario 7: No drop.

= Scenario 8: No drop.

= Scenario 9: No drop.

= Scenario 10:
= Scenario 11:
= Scenario 12:
= Scenario 13:
= Scenario 14:
= Scenario 15:
= Scenario 16:
= Scenario 17:
= Scenario 18:
= Scenario 19:
= Scenario 20:

: None
: None

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.

Accepted traffic has a rate of 5SMbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Test Reference
Test Purpose

Procedure

= Scenario 1. Stream with tos=0x00 and throughput

61.0.0.2

= Scenario 2: Stream with tos=0x28 and throughput

61.0.0.2

= Scenario 3: Stream with tos=0x30 and throughput

61.0.0.2

= Scenario 4: Stream with tos=0x38 and throughput

61.0.0.2

Execute gsa script from

: TB_P1 _FUNCT/SHAP/3
. Verify shaping configuration in MESCALS81.
: Log to MESCALS81, Configure Smartbit to generate traffic as follows:

a bash prompt.

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

= Scenario 5: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 6: Stream with tos=0x28 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 7: Stream with tos=0x30 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 8: Stream with tos=0x38 and throughput = 0.5Mbit/s towards

61.0.0.2
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Expected result :
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= Scenario 9: Stream with tos=0x00 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 10: Stream with tos=0x28 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 11: Stream with tos=0x30 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 12: Stream with tos=0x38 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 13: Stream with tos=0x00 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 14: Stream with tos=0x28 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 15: Stream with tos=0x30 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 16: Stream with tos=0x38 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 17: Stream with tos=0x00 and throughput = 7Mbit/s towards
61.0.0.2

= Scenario 18: Stream with tos=0x28 and throughput = 2Mbit/s towards
61.0.0.2

= Scenario 19: Stream with tos=0x30 and throughput = 2Mbit/s towards
61.0.0.2

= Scenario 20: Stream with tos=0x38 and throughput = 2Mbit/s towards
61.0.0.2

Check with Smartbit statistics if there is traffic drops.

= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5: No drop.
= Scenario 6: No drop.
= Scenario 7: No drop.
= Scenario 8: No drop.
= Scenario 9: No drop.

= Scenario 10: Accepted traffic has a rate of 1Mbit/s

Scenario 11: Accepted traffic has a rate of 1Mbit/s
Scenario 12: Accepted traffic has a rate of 1Mbit/s
Scenario 13: No drop.
Scenario 14: No drop.

Scenario 15: No drop.
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Execution date : 15/09/04

Result

Failure level
Remarks

Scenario 16
Scenario 17
Scenario 18
Scenario 19

Scenario 20

: No drop.

: Accepted traffic has a rate of 5Mbit/s.
: Accepted traffic has a rate of 1Mbit/s.
. Accepted traffic has a rate of 1Mbit/s.
: Accepted traffic has a rate of 1Mbit/s.

: Obtained results are as follows:

: None
: None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5SMbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

21.0.0.2

Scenario 2: Stream with tos=0xa8 and throughput

21.0.0.2

Scenario 3: Stream with tos=0xb0 and throughput

21.0.0.2

: TB_P1_FUNCT/SHAP/4
: Verify shaping configuration in MESCALS51.
: Log to MESCALS51, Configure Smartbit to generate traffic as follows:
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Scenario 4:
21.0.0.2

Scenario 5:
42.0.0.2

Scenario 6:
42.0.0.2

Scenario 7;
42.0.0.2

Scenario 8:
42.0.0.2
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Stream with tos=0xb8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0xa8 and throughput = 7Mbit/s towards

Stream with tos=0xb0 and throughput = 7Mbit/s towards

Stream with tos=0xb8 and throughput = 7Mbit/s towards

Execute gsa script from a bash prompt.

Scenario 9:
21.0.0.2

Scenario 10
21.0.0.2

Scenario 11
21.0.0.2

Scenario 12
21.0.0.2

Scenario 13:

21.0.0.2

Scenario 14:

21.0.0.2

Scenario 15:

21.0.0.2

Scenario 16:

21.0.0.2

Scenario 17:

21.0.0.2

Scenario 18:

21.0.0.2

Scenario 19:

21.0.0.2

Scenario 20
21.0.0.2

Scenario 21
21.0.0.2

Scenario 22
21.0.0.2

Scenario 23
21.0.0.2

Scenario 24
21.0.0.2
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Stream with tos=0x00 and throughput = 0.5Mbit/s towards

. Stream with tos=0xa8 and throughput = 0.5Mbit/s towards

: Stream with tos=0xb0 and throughput = 0.5Mbit/s towards

. Stream with tos=0xb8 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards

Stream with tos=0xa8 and throughput = 5Mbit/s towards

Stream with tos=0xb0 and throughput = 5Mbit/s towards

Stream with tos=0xb8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0xa8 and throughput = 1Mbit/s towards

1Mbit/s towards

Stream with tos=0xb0 and throughput

. Stream with tos=0xb8 and throughput = 1Mbit/s towards

7Mbit/s towards

. Stream with tos=0x00 and throughput

2Mbit/s towards

: Stream with tos=0xa8 and throughput

. Stream with tos=0xb0 and throughput = 2Mbit/s towards

. Stream with tos=0xb8 and throughput = 2Mbit/s towards
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Expected result :

Scenario 25:

42.0.0.2

Scenario 26:

42.0.0.2

Scenario 27:

42.0.0.2

Scenario 28:

42.0.0.2

Scenario 29:

42.0.0.2

Scenario 30:

42.0.0.2

Scenario 31:

42.0.0.2

Scenario 32:

42.0.0.2

Scenario 33:

42.0.0.2

Scenario 34:

42.0.0.2

Scenario 35:

42.0.0.2

Scenario 36:

42.0.0.2

Scenario 37:

42.0.0.2

Scenario 38:

42.0.0.2

Scenario 39:

42.0.0.2

Scenario 40
42.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

. Stream
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Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0xa8 and throughput = 0.5Mbit/s towards
Stream with tos=0xb0 and throughput = 0.5Mbit/s towards

Stream with tos=0xb8 and throughput = 0.5Mbit/s towards

7Mbit/s towards

with tos=0x00 and throughput

with tos=0xa8 and throughput = 7Mbit/s towards

7Mbit/s towards

with tos=0xb0 and throughput
with tos=0xb8 and throughput = 7Mbit/s towards

1Mbit/s towards

with tos=0x00 and throughput

with tos=0xa8 and throughput = 1Mbit/s towards

with tos=0xb0 and throughput = 1Mbit/s towards

with tos=0xb8 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 8Mbit/s towards

with tos=0xa8 and throughput = 2Mbit/s towards

with tos=0xb0 and throughput = 2Mbit/s towards

with tos=0xb8 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.
Scenario 2: No drop.
Scenario 3: No drop.
Scenario 4: No drop.
Scenario 5: No drop.
Scenario 6: No drop.
Scenario 7: No drop.
Scenario 8: No drop.
Scenario 9: No drop.

Scenario 10: No drop.
Scenario 11: No drop.
Scenario 12: No drop.
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Execution date : 15/09/04

Result

Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

: Obtained results are as follows:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:

Cancelled.
Cancelled.
Cancelled.
Cancelled.
No drop.
No drop.
No drop.
No drop.
Cancelled.
Cancelled.
Cancelled.
Cancelled.
Cancelled.
Cancelled
Cancelled
Cancelled
Cancelled.
Cancelled.
Cancelled.
Cancelled.
Cancelled
Cancelled
Cancelled
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Failure level
Remarks

: None
: None

Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Cancelled

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

61.0.0.2

Scenario 2: Stream with tos=0x88 and throughput

61.0.0.2

Scenario 3: Stream with tos=0x90 and throughput

61.0.0.2

Scenario 4: Stream with tos=0x98 and throughput

61.0.0.2

: TB_P1 _FUNCT/SHAP/5
: Verify shaping configuration in MESCALA43.
: Log to MESCALA43, Configure Smartbit to generate traffic as follows:

Execute gsa script from a bash prompt.

Scenario 5: Stream with tos=0x00 and throughput =

61.0.0.2

Scenario 6: Stream with tos=0x88 and throughput =

61.0.0.2

Scenario 7: Stream with tos=0x90 and throughput =

61.0.0.2

Scenario 8: Stream with tos=0x98 and throughput =

61.0.0.2

Scenario 9: Stream with tos=0x00 and throughput

61.0.0.2

Scenario 10: Stream with tos=0x88 and throughput

61.0.0.2

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

9Mbit/s towards

= 5Mbit/s towards

Scenario 11: Stream with tos=0x90 and throughput = 5Mbit/s towards

61.0.0.2
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Expected result :

Scenario 12:

61.0.0.2

Scenario 13:

61.0.0.2

Scenario 14:

61.0.0.2

Scenario 15:

61.0.0.2

Scenario 16:

61.0.0.2

Scenario 17:

61.0.0.2

Scenario 18:

61.0.0.2

Scenario 19:

61.0.0.2

Scenario 20
61.0.0.2
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Stream with tos=0x98 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0x88 and throughput = 1Mbit/s towards

Stream with tos=0x90 and throughput = 1Mbit/s towards

Stream with tos=0x98 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 15Mbit/s towards

Stream with tos=0x88 and throughput = 4Mbit/s towards

Stream with tos=0x90 and throughput = 4Mbit/s towards

. Stream with tos=0x98 and throughput = 4Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

Copyright ©

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
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Execution date : 15/09/04

Result

Failure level
Remarks

: Obtained results are as follows:

: None
: None

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:

Scenario 20:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

31.0.0.2

Scenario 2: Stream with tos=0x88 and throughput

31.0.0.2

Scenario 3: Stream with tos=0x90 and throughput

31.0.0.2

Scenario 4: Stream with tos=0x98 and throughput

31.0.0.2

Scenario 5: Stream with tos=0x00 and throughput

61.0.0.2

: TB_P1_FUNCT/SHAP/6
: Verify shaping configuration in MESCALA41.
: Log to MESCALA41, Configure Smartbit to generate traffic as follows:
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Scenario 6: Stream with tos=0x88 and throughput =

61.0.0.2

Scenario 7: Stream with tos=0x90 and throughput

61.0.0.2

Scenario 8: Stream with tos=0x98 and throughput

61.0.0.2
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7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

Execute gsa script from a bash prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 10: Stream with tos=0x88 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 11:

31.0.0.2

Scenario 12:

31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario 20:

31.0.0.2

Scenario 21:

31.0.0.2

Scenario 22:

31.0.0.2

Scenario 23:

31.0.0.2

Scenario 24:

31.0.0.2

Scenario 25:

61.0.0.2

Scenario 26:

61.0.0.2

13:

14:

15:

16:

17:

18:

19:

Stream with tos=0x90 and throughput = 0.5Mbit/s towards

Stream with tos=0x98 and throughput = 0.5Mbit/s towards

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x88 and throughput = 7Mbit/s towards

with tos=0x90 and throughput = 7Mbit/s towards

with tos=0x98 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x88 and throughput = 1Mbit/s towards

with tos=0x90 and throughput = 1Mbit/s towards

with tos=0x98 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 9Mbit/s towards

with tos=0x88 and throughput = 2Mbit/s towards

with tos=0x90 and throughput = 2Mbit/s towards

with tos=0x98 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x88 and throughput = 0.5Mbit/s towards
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Expected result :
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= Scenario 27: Stream with tos=0x90 and throughput = 0.5Mbit/s towards

= Scenario 28: Stream with tos=0x98 and throughput = 0.5Mbit/s towards

61.0.0.2
61.0.0.2

= Scenario 29: Stream
61.0.0.2

= Scenario 30: Stream
61.0.0.2

= Scenario 31: Stream
61.0.0.2

= Scenario 32: Stream
61.0.0.2

= Scenario 33: Stream
61.0.0.2

= Scenario 34: Stream
61.0.0.2

= Scenario 35: Stream
61.0.0.2

= Scenario 36: Stream
61.0.0.2

= Scenario 37: Stream
61.0.0.2

= Scenario 38: Stream
61.0.0.2

= Scenario 39: Stream
61.0.0.2

= Scenario 40: Stream
61.0.0.2

Check with Smartbit statistics

= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5: No drop.
= Scenario 6: No drop.
= Scenario 7: No drop.
= Scenario 8: No drop.
= Scenario 9: No drop.
= Scenario 10: No drop.
= Scenario 11: No drop.

= Scenario 12: No drop.

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x88 and throughput = 7Mbit/s towards

with tos=0x90 and throughput = 7Mbit/s towards

with tos=0x98 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x88 and throughput = 1Mbit/s towards

with tos=0x90 and throughput = 1Mbit/s towards

with tos=0x98 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 10Mbit/s towards

with tos=0x88 and throughput = 2Mbit/s towards

with tos=0x90 and throughput = 2Mbit/s towards

with tos=0x98 and throughput = 2Mbit/s towards

if there is traffic drops.
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Execution date : 15/09/04
: Obtained results are as follows:

Result

Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:

No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
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Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Failure level
Remarks

> None
: None

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:

Scenario 40:

No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s

Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.

No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
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Test Reference

Test Purpose

: TB_P1_FUNCT/SHAP/7
: Verify shaping configuration in MESCALA42.
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Procedure
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: Log to MESCALA42, Configure Smartbit to generate traffic as follows:
Stream with tos=0x00

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
21.0.0.2

Scenario
21.0.0.2

Scenario
21.0.0.2

Scenario
21.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

1:

. Stream

: Stream

: Stream

. Stream

: Stream

. Stream

: Stream

. Stream

with

with

with

with

with

with

with

with

tos=0x88

tos=0x90

tos=0x98

tos=0x00

tos=0x88

tos=0x90

tos=0x98

tos=0x00

and throughput =

and throughput =

and throughput =

and throughput =

and throughput =

and throughput =

and throughput =

and throughput =

and throughput =

7Mbit/s

7Mbit/s

7TMbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7TMbit/s

7Mbit/s

towards

towards

towards

towards

towards

towards

towards

towards

towards

10: Stream with tos=0x88 and throughput = 7Mbit/s towards

11: Stream with tos=0x90 and throughput = 7Mbit/s towards

Scenario 12: Stream with tos=0x98 and throughput = 7Mbit/s towards

51.0.0.2

Execute gsa script from a bash prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 14: Stream with tos=0x88 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 15:

31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

16:

17:

18:

19:

20:

21:

Stream with tos=0x90 and throughput = 0.5Mbit/s towards

Stream with tos=0x98 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0x88 and throughput = 7Mbit/s towards

Stream with tos=0x90 and throughput = 7Mbit/s towards

Stream with tos=0x98 and throughput = 7Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards
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= Scenario 22: Stream with tos=0x88 and throughput = 1Mbit/s towards

31.0.0.2

= Scenario 23: Stream with tos=0x90 and throughput = 1Mbit/s towards
31.0.0.2

= Scenario 24: Stream with tos=0x98 and throughput = 1Mbit/s towards
31.0.0.2

= Scenario 25: Stream with tos=0x00 and throughput = 9Mbit/s towards
31.0.0.2

= Scenario 26: Stream with tos=0x88 and throughput = 2Mbit/s towards
31.0.0.2

= Scenario 27: Stream with tos=0x90 and throughput = 2Mbit/s towards
31.0.0.2

= Scenario 28: Stream with tos=0x98 and throughput = 2Mbit/s towards
31.0.0.2

= Scenario 30: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
21.0.0.2

= Scenario 29: Stream with tos=0x88 and throughput = 0.5Mbit/s towards
21.0.0.2

= Scenario 31: Stream with tos=0x90 and throughput = 0.5Mbit/s towards
21.0.0.2

= Scenario 32: Stream with tos=0x98 and throughput = 0.5Mbit/s towards
21.0.0.2

= Scenario 33: Stream with tos=0x00 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 34: Stream with tos=0x88 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 35: Stream with tos=0x90 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 36: Stream with tos=0x98 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 37: Stream with tos=0x00 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 38: Stream with tos=0x88 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 39: Stream with tos=0x90 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 40: Stream with tos=0x98 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 41: Stream with tos=0x00 and throughput = 9Mbit/s towards
21.0.0.2

= Scenario 42: Stream with tos=0x88 and throughput = 2Mbit/s towards
21.0.0.2

= Scenario 43: Stream with tos=0x90 and throughput = 2Mbit/s towards
21.0.0.2
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Scenario 44:

21.0.0.2

Scenario 45:

51.0.0.2

Scenario 46:

51.0.0.2

Scenario 47:

51.0.0.2

Scenario 48:

51.0.0.2

Scenario 49:

51.0.0.2

Scenario 50:

51.0.0.2

Scenario 51:

51.0.0.2

Scenario 52:

51.0.0.2

Scenario 53:

51.0.0.2

Scenario 54:

51.0.0.2

Scenario 55:

51.0.0.2

Scenario 56:

51.0.0.2

Scenario 57:

51.0.0.2

Scenario 58:

51.0.0.2

Scenario 59:

51.0.0.2

Scenario 60
51.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

: Stream
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with tos=0x98 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x88 and throughput = 0.5Mbit/s towards

Stream with tos=0x90 and throughput = 0.5Mbit/s towards

Stream with tos=0x98 and throughput = 0.5Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x88 and throughput = 7Mbit/s towards

with tos=0x90 and throughput = 7Mbit/s towards

with tos=0x98 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x88 and throughput = 1Mbit/s towards

with tos=0x90 and throughput = 1Mbit/s towards

with tos=0x98 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 9Mbit/s towards

with tos=0x88 and throughput = 2Mbit/s towards

with tos=0x90 and throughput = 2Mbit/s towards

with tos=0x98 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Expected result : Following results must be obtained:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:

Scenario 7:

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
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Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Execution date : 15/09/04
: Obtained results are as follows:

Result

Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:

Scenario 60:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:

No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:

Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
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Failure level
Remarks

: None
: None

Scenario 57: Accepted traffic has a rate of 7Mbit/s

Scenario 58: Accepted traffic has a rate of 1Mbit/s

Scenario 59: Accepted traffic has a rate of 1Mbit/s

Scenario 60: Accepted traffic has a rate of 1Mbit/s
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Test Reference
Test Purpose

Procedure

: TB_P1 _FUNCT/SHAP/8
: Verify shaping configuration in MESCAL21.
: Log to MESCAL21, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00 and

11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

2. Stream

3: Stream

4: Stream

5: Stream

6: Stream

7. Stream

8: Stream

9: Stream

with

with

with

with

with

with

with

with

tos=0x48

tos=0x50

tos=0x58

tos=0x00

tos=0x48

tos=0x50

tos=0x58

tos=0x00

and

and

and

and

and

and

and

and

throughput = 7Mbit/s

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

7Mbit/s

towards

towards

towards

towards

towards

towards

towards

towards

towards

10: Stream with tos=0x48 and throughput = 7Mbit/s towards

11: Stream with tos=0x50 and throughput = 7Mbit/s towards

Scenario 12: Stream with tos=0x58 and throughput = 7Mbit/s towards

51.0.0.2

Execute gsa script from a bash prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

11.0.0.2

Scenario 14: Stream with tos=0x48 and throughput = 0.5Mbit/s towards

11.0.0.2

Scenario 15: Stream with tos=0x50 and throughput = 0.5Mbit/s towards

11.0.0.2

Scenario 16: Stream with tos=0x58 and throughput = 0.5Mbit/s towards

11.0.0.2
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= Scenario 17: Stream with tos=0x00 and throughput = 7Mbit/s towards

11.0.0.2

= Scenario 18: Stream with tos=0x48 and throughput = 7Mbit/s towards
11.0.0.2

= Scenario 19: Stream with tos=0x50 and throughput = 7Mbit/s towards
11.0.0.2

= Scenario 20: Stream with tos=0x58 and throughput = 7Mbit/s towards
11.0.0.2

= Scenario 21: Stream with tos=0x00 and throughput = 1Mbit/s towards
11.0.0.2

= Scenario 22: Stream with tos=0x48 and throughput = 1Mbit/s towards
11.0.0.2

= Scenario 23: Stream with tos=0x50 and throughput = 1Mbit/s towards
11.0.0.2

= Scenario 24: Stream with tos=0x58 and throughput = 1Mbit/s towards
11.0.0.2

= Scenario 25: Stream with tos=0x00 and throughput = 7Mbit/s towards
11.0.0.2

= Scenario 26: Stream with tos=0x48 and throughput = 2Mbit/s towards
11.0.0.2

= Scenario 27: Stream with tos=0x50 and throughput = 2Mbit/s towards
11.0.0.2

= Scenario 28: Stream with tos=0x58 and throughput = 2Mbit/s towards
11.0.0.2

= Scenario 30: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
42.0.0.2

= Scenario 29: Stream with tos=0x48 and throughput = 0.5Mbit/s towards
42.0.0.2

= Scenario 31: Stream with tos=0x50 and throughput = 0.5Mbit/s towards
42.0.0.2

= Scenario 32: Stream with tos=0x58 and throughput = 0.5Mbit/s towards
42.0.0.2

= Scenario 33: Stream with tos=0x00 and throughput = 7Mbit/s towards
42.0.0.2

= Scenario 34: Stream with tos=0x48 and throughput = 7Mbit/s towards
42.0.0.2

= Scenario 35: Stream with tos=0x50 and throughput = 7Mbit/s towards
42.0.0.2

= Scenario 36: Stream with tos=0x58 and throughput = 7Mbit/s towards
42.0.0.2

= Scenario 37: Stream with tos=0x00 and throughput = 1Mbit/s towards
42.0.0.2

= Scenario 38: Stream with tos=0x48 and throughput = 1Mbit/s towards
42.0.0.2
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= Scenario 39: Stream with tos=0x50 and throughput = 1Mbit/s towards

42.0.0.2

= Scenario 40: Stream with tos=0x58 and throughput = 1Mbit/s towards
42.0.0.2

= Scenario 41: Stream with tos=0x00 and throughput = 10Mbit/s towards
42.0.0.2

= Scenario 42: Stream with tos=0x48 and throughput = 2Mbit/s towards
42.0.0.2

= Scenario 43: Stream with tos=0x50 and throughput = 2Mbit/s towards
42.0.0.2

= Scenario 44: Stream with tos=0x58 and throughput = 2Mbit/s towards
42.0.0.2

= Scenario 45: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 46: Stream with tos=0x48 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 47: Stream with tos=0x50 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 48: Stream with tos=0x58 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 49: Stream with tos=0x00 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 50: Stream with tos=0x48 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 51: Stream with tos=0x50 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 52: Stream with tos=0x58 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 53: Stream with tos=0x00 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 54: Stream with tos=0x48 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 55: Stream with tos=0x50 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 56: Stream with tos=0x58 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 57: Stream with tos=0x00 and throughput = 10Mbit/s towards
51.0.0.2

= Scenario 58: Stream with tos=0x48 and throughput = 2Mbit/s towards
51.0.0.2

= Scenario 59: Stream with tos=0x50 and throughput = 2Mbit/s towards
51.0.0.2

= Scenario 60: Stream with tos=0x58 and throughput = 2Mbit/s towards
51.0.0.2
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Expected result :

Scenario 1:
Scenario 2;
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:

Check with Smartbit statistics if there is traffic drops.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Execution date : 15/09/04

Result

Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:

Scenario 60:

Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

: Obtained results are as follows:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
: Cancelled.
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Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:

Cancelled.

Cancelled.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Cancelled.

Cancelled.

Cancelled.
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Failure level
Remarks

: None
: None

Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:
Scenario 60:

Cancelled.
Cancelled
Cancelled
Cancelled
Cancelled
Cancelled.
Cancelled.
Cancelled.
Cancelled.
Cancelled
Cancelled
Cancelled
Cancelled
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Test Reference

Test Purpose

Procedure

: TB_P1_FUNCT/SHAP/9
: Verify shaping configuration in MESCAL31.
: Log to MESCAL31, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00

11.0.0.2

Scenario 2:
11.0.0.2

Scenario 3:
11.0.0.2

Scenario 4:
11.0.0.2

Scenario 5:
42.0.0.2

Scenario 6:
42.0.0.2

Scenario 7:
42.0.0.2

Scenario 8:
42.0.0.2

Scenario 9;
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Stream with

Stream with
Stream with
Stream with
Stream with
Stream with
Stream with

Stream with

tos=0x68

tos=0x70

tos=0x78

tos=0x00

tos=0x68

tos=0x70

tos=0x78

tos=0x00

and

and

and

and

and

and

and

and

and

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

Copyright © MESCAL Consortium, July 2005

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

10: Stream with tos=0x68 and throughput = 7Mbit/s towards

11: Stream with tos=0x70 and throughput = 7Mbit/s towards



D3.2: Final Experimental Results

Page 225 of 402

Scenario 12: Stream with tos=0x78 and throughput = 7Mbit/s towards

41.0.0.2

Execute gsa script from a bash prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

11.0.0.2

Scenario 14
11.0.0.2

Scenario 15
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario 28
11.0.0.2

Scenario 30
42.0.0.2

Scenario 29
42.0.0.2

Scenario 31
42.0.0.2

Scenario 32
42.0.0.2

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

: Stream with tos=0x68 and throughput = 0.5Mbit/s towards

. Stream with tos=0x70 and throughput = 0.5Mbit/s towards

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

. Stream

Stream with tos=0x78 and throughput = 0.5Mbit/s towards

with tos=0x00 and throughput = 5Mbit/s towards

with tos=0x68 and throughput = 7Mbit/s towards

with tos=0x70 and throughput = 7Mbit/s towards

with tos=0x78 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x68 and throughput = 1Mbit/s towards

with tos=0x70 and throughput = 1Mbit/s towards

with tos=0x78 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x68 and throughput = 2Mbit/s towards

with tos=0x70 and throughput = 2Mbit/s towards

with tos=0x78 and throughput = 2Mbit/s towards

: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

: Stream with tos=0x68 and throughput = 0.5Mbit/s towards

: Stream with tos=0x70 and throughput = 0.5Mbit/s towards

: Stream with tos=0x78 and throughput = 0.5Mbit/s towards
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Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario
42.0.0.2

Scenario 40:

42.0.0.2

Scenario 41:

42.0.0.2

Scenario 42:

42.0.0.2

Scenario 43:

42.0.0.2

Scenario 44:

42.0.0.2

Scenario 45:

41.0.0.2

Scenario 46:

41.0.0.2

Scenario 47:

41.0.0.2

Scenario 48:

41.0.0.2

Scenario 49:

41.0.0.2

Scenario 50:

41.0.0.2

Scenario 51:

41.0.0.2

Scenario 52:

41.0.0.2

Scenario 53:

41.0.0.2

Scenario 54:

41.0.0.2

33:

34:

35:

36:

37:

38:

39:
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Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0x68 and throughput = 7Mbit/s towards

Stream with tos=0x70 and throughput = 7Mbit/s towards

Stream with tos=0x78 and throughput = 7Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0x68 and throughput = 1Mbit/s towards

Stream with tos=0x70 and throughput = 1Mbit/s towards

Stream with tos=0x78 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 10Mbit/s towards

Stream with tos=0x68 and throughput = 2Mbit/s towards

Stream with tos=0x70 and throughput = 2Mbit/s towards

Stream with tos=0x78 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x68 and throughput = 0.5Mbit/s towards

Stream with tos=0x70 and throughput = 0.5Mbit/s towards

Stream with tos=0x78 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0x68 and throughput = 7Mbit/s towards

Stream with tos=0x70 and throughput = 7Mbit/s towards

Stream with tos=0x78 and throughput = 7Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0x68 and throughput = 1Mbit/s towards
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Expected result :

Scenario 55:

41.0.0.2

Scenario 56:

41.0.0.2

Scenario 57:

41.0.0.2

Scenario 58:

41.0.0.2

Scenario 59:

41.0.0.2

Scenario 60:

41.0.0.2
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Stream with tos=0x70 and throughput = 1Mbit/s towards

Stream with tos=0x78 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0x68 and throughput = 2Mbit/s towards

Stream with tos=0x70 and throughput = 2Mbit/s towards

Stream with tos=0x78 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:

Scenario 25:

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
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Execution date : 15/09/04
Result

Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:
Scenario 60:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

: Obtained results are as follows:
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= Scenario 1: No drop.

= Scenario 2: No drop.

= Scenario 3: No drop.

= Scenario 4: No drop.

= Scenario 5: No drop.

= Scenario 6: No drop.

= Scenario 7: No drop.

= Scenario 8: No drop.

= Scenario 9: No drop.

= Scenario 10: No drop.

= Scenario 11: No drop.

= Scenario 12: No drop.

= Scenario 13: No drop.

= Scenario 14: No drop.

= Scenario 15: No drop.

= Scenario 16: No drop.

= Scenario 17: No drop.

= Scenario 18: Accepted traffic has a rate of 1Mbit/s
= Scenario 19: Accepted traffic has a rate of 1Mbit/s
= Scenario 20: Accepted traffic has a rate of 1Mbit/s
= Scenario 21: No drop.

= Scenario 22: No drop.

= Scenario 23: No drop.

= Scenario 24: No drop.

= Scenario 25: Accepted traffic has a rate of 5SMbit/s
= Scenario 26: Accepted traffic has a rate of 1Mbit/s
= Scenario 27: Accepted traffic has a rate of 1Mbit/s
= Scenario 28: Accepted traffic has a rate of 1Mbit/s
= Scenario 29: No drop.

= Scenario 30: No drop.

= Scenario 31: No drop.

= Scenario 32: No drop.

= Scenario 33: No drop

= Scenario 34: Accepted traffic has a rate of 1Mbit/s
= Scenario 35: Accepted traffic has a rate of 1Mbit/s
= Scenario 36: Accepted traffic has a rate of 1Mbit/s
= Scenario 37: No drop.
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Failure level
Remarks

: None
: None

Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:

Scenario 60:

No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

71.0.0.2

Scenario 2: Stream with tos=0xc8 and throughput

71.0.0.2

Scenario 3: Stream with tos=0xdOand throughput

71.0.0.2

Scenario 4: Stream with tos=0xd8 and throughput

71.0.0.2

Scenario 5: Stream with tos=0x00 and throughput

81.0.0.2

: TB_P1_FUNCT/SHAP/10
: Verify shaping configuration in MESCALG61.
: Log to MESCALG61, Configure Smartbit to generate traffic as follows:
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5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards
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Scenario 6: Stream with tos=0xc8 and throughput = 5Mbit/s towards

81.0.0.2

Scenario 7: Stream with tos=0xdOand throughput = 5Mbit/s towards

81.0.0.2

Scenario 8: Stream with tos=0xd8 and throughput = 5Mbit/s towards

81.0.0.2

Execute gsa script from a bash prompt.

Scenario 9: Stream with tos=0x00 and throughput

71.0.0.2

0.5Mbit/s towards

Scenario 10: Stream with tos=0xc8 and throughput = 0.5Mbit/s towards

71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario
71.0.0.2

Scenario 25

81.0.0.2

Scenario 26

81.0.0.2

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24

0.5Mbit/s towards

Stream with tos=0xd0Oand throughput
Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
Stream with tos=0x00 and throughput = 5Mbit/s towards
Stream with tos=0xc8 and throughput = 5Mbit/s towards
Stream with tos=0xdOand throughput = 5Mbit/s towards
Stream with tos=0xd8 and throughput = 5Mbit/s towards
Stream with tos=0x00 and throughput = 1Mbit/s towards
Stream with tos=0xc8 and throughput = 1Mbit/s towards
Stream with tos=0xdOand throughput = 1Mbit/s towards
Stream with tos=0xd8 and throughput = 1Mbit/s towards
Stream with tos=0x00 and throughput = 7Mbit/s towards
Stream with tos=0xc8 and throughput = 2Mbit/s towards
Stream with tos=0xdOand throughput = 2Mbit/s towards

: Stream with tos=0xd8 and throughput = 2Mbit/s towards

: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

: Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
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Expected result :

Scenario 27:

81.0.0.2

Scenario 28:

81.0.0.2

Scenario 29:

81.0.0.2

Scenario 30:

81.0.0.2

Scenario 31:

81.0.0.2

Scenario 32:

81.0.0.2

Scenario 33:

81.0.0.2

Scenario 34:

81.0.0.2

Scenario 35;:

81.0.0.2

Scenario 36:

81.0.0.2

Scenario 37:

81.0.0.2

Scenario 38:

81.0.0.2

Scenario 39:

81.0.0.2

Scenario 40
81.0.0.2
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Stream with tos=0xdOand throughput = 0.5Mbit/s towards

Stream with tos=0xd8 and throughput = 0.5Mbit/s towards

5Mbit/s towards

Stream with tos=0x00 and throughput

5Mbit/s towards

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput = 5Mbit/s towards

Stream with tos=0xd8 and throughput = 5Mbit/s towards

1Mbit/s towards

Stream with tos=0x00 and throughput

1Mbit/s towards

Stream with tos=0xc8 and throughput

1Mbit/s towards

Stream with tos=0xdOand throughput

Stream with tos=0xd8 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards

2Mbit/s towards

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput = 2Mbit/s towards

. Stream with tos=0xd8 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:

Scenario 12;

Copyright ©

No drop.
No drop.
No drop.
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Execution date : 15/09/04
: Obtained results are as follows:

Result

Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:

No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 2Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
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Failure level
Remarks

> None
: None

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:

Scenario 40:

No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5SMbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 2Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

: TB_P1_FUNCT/SHAP/11
: Verify shaping configuration in MESCALG61.
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Procedure
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: Log to MESCALG61, Configure Smartbit to generate traffic as follows:

Scenario 1:
41.0.0.2

Scenario 2:
41.0.0.2

Scenario 3:
41.0.0.2

Scenario 4:
41.0.0.2

Scenario 5:
43.0.0.2

Scenario 6:
43.0.0.2

Scenario 7:
43.0.0.2

Scenario 8:
43.0.0.2

5Mbit/s towards

Stream with tos=0x00 and throughput

Stream with tos=0xc8 and throughput = 5Mbit/s towards

Stream with tos=0xdOand throughput = 5Mbit/s towards

Stream with tos=0xd8 and throughput = 5Mbit/s towards

5Mbit/s towards

Stream with tos=0x00 and throughput

5Mbit/s towards

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput = 5Mbit/s towards

5Mbit/s towards

Stream with tos=0xd8 and throughput

Execute gsa script from a bash prompt.

Scenario 9:
41.0.0.2

Scenario 10
41.0.0.2

Scenario 11
41.0.0.2

Scenario 12:

41.0.0.2

Scenario 13:

41.0.0.2

Scenario 14:

41.0.0.2

Scenario 15:

41.0.0.2

Scenario 16:

41.0.0.2

Scenario 17:

41.0.0.2

Scenario 18:

41.0.0.2

Scenario 19:

41.0.0.2

Scenario 20:

41.0.0.2

Scenario 21:

41.0.0.2

Copyright ©

. Stream with tos=0xc8 and throughput

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

: Stream with tos=0xd0Oand throughput
Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
Stream with tos=0x00 and throughput = 10Mbit/s towards

5Mbit/s towards

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput = 5Mbit/s towards

5Mbit/s towards

Stream with tos=0xd8 and throughput

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0xc8 and throughput = 1Mbit/s towards

Stream with tos=0xdOand throughput = 1Mbit/s towards
Stream with tos=0xd8 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 12Mbit/s towards
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Expected result :

Scenario 22:
41.0.0.2

Scenario 23:

41.0.0.2

Scenario 24:
41.0.0.2

Scenario 25:
43.0.0.2

Scenario 26:
43.0.0.2

Scenario 27:
43.0.0.2

Scenario 28:
43.0.0.2

Scenario 29:
43.0.0.2

Scenario 30:
43.0.0.2

Scenario 31:

43.0.0.2

Scenario 32:
43.0.0.2

Scenario 33:
43.0.0.2

Scenario 34:
43.0.0.2

Scenario 35;:

43.0.0.2

Scenario 36:
43.0.0.2

Scenario 37:
43.0.0.2

Scenario 38:
43.0.0.2

Scenario 39:

43.0.0.2

Scenario 40:
43.0.0.2
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Stream with tos=0xc8 and throughput = 4Mbit/s towards

Stream with tos=0xdOand throughput = 4Mbit/s towards

Stream with tos=0xd8 and throughput = 4Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0xc8 and throughput = 0.5Mbit/s towards

Stream with tos=0xdOand throughput = 0.5Mbit/s towards

Stream with tos=0xd8 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards

Stream with tos=0xc8 and throughput = 5Mbit/s towards

Stream with tos=0xdOand throughput = 5Mbit/s towards

Stream with tos=0xd8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0xc8 and throughput = 1Mbit/s towards

Stream with tos=0xdOand throughput = 1Mbit/s towards

Stream with tos=0xd8 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 15Mbit/s towards

6Mbit/s towards

Stream with tos=0xc8 and throughput
Stream with tos=0xdOand throughput = 6Mbit/s towards

6Mbit/s towards

Stream with tos=0xd8 and throughput

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.
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= Scenario 4: No drop.

= Scenario 5: No drop.

= Scenario 6: No drop.

= Scenario 7: No drop.

= Scenario 8: No drop.

= Scenario 9: No drop.

= Scenario 10:
= Scenario 11:
= Scenario 12:
= Scenario 13:
= Scenario 14:
= Scenario 15:
= Scenario 16:
= Scenario 17:
= Scenario 18:
= Scenario 19:
= Scenario 20:
= Scenario 21:
= Scenario 22:
= Scenario 23:
= Scenario 24:
= Scenario 25:
= Scenario 26:
= Scenario 27:
= Scenario 28:
= Scenario 29:
= Scenario 30:
= Scenario 31:
= Scenario 32:
= Scenario 33:
= Scenario 34:
= Scenario 35:
= Scenario 36:
= Scenario 37:
= Scenario 38:
= Scenario 39:
= Scenario 40:

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results

Execution date : 15/09/04

Result : Obtained results are as follows:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.
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Failure level : None
Remarks : None

Scenario 36: No drop.

Scenario 37: Accepted traffic has a rate of 10Mbit/s
Scenario 38: Accepted traffic has a rate of 3Mbit/s
Scenario 39: Accepted traffic has a rate of 3Mbit/s
Scenario 40: Accepted traffic has a rate of 3Mbit/s

10.1.4TB_P1_FUNCT/POLI

Test Reference : TB_P1 FUNCT/POLI/1
Test Purpose : Verify policing configuration in MESCAL11.

Procedure : Log to MESCAL11, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00 and throughput = 5Mbit/s towards
21.0.0.2

Scenario 2: Stream with tos=0x28 and throughput = 5Mbit/s towards
21.0.0.2

Scenario 3: Stream with tos=0x30 and throughput = 5Mbit/s towards
21.0.0.2

Scenario 4: Stream with tos=0x38 and throughput = 5Mbit/s towards
21.0.0.2

Scenario 5: Stream with tos=0x00 and throughput = 5Mbit/s towards
31.0.0.2

Scenario 6: Stream with tos=0x28 and throughput = 5Mbit/s towards
31.0.0.2

Scenario 7: Stream with tos=0x30 and throughput = 5Mbit/s towards
31.0.0.2

Scenario 8: Stream with tos=0x38 and throughput = 5Mbit/s towards
31.0.0.2

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
éié%gr.izo 10: Stream with tos=0x28 and throughput = 0.5Mbit/s towards
éié%gr.izo 11: Stream with tos=0x30 and throughput = 0.5Mbit/s towards
gié%;)r'izo 12: Stream with tos=0x38 and throughput = 0.5Mbit/s towards
éile?{gr.izo 13: Stream with tos=0x00 and throughput = 5Mbit/s towards
éié%gr.izo 14: Stream with tos=0x28 and throughput = 5Mbit/s towards
21.0.0.2
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= Scenario 15: Stream with tos=0x30 and throughput = 5Mbit/s towards

= éieglgnzo 16: Stream with tos=0x38 and throughput = 5Mbit/s towards
= éie?lgrlzo 17: Stream with tos=0x00 and throughput = 1Mbit/s towards
= éieglgnzo 18: Stream with tos=0x28 and throughput = 1Mbit/s towards
. gieagrlzo 19: Stream with tos=0x30 and throughput = 1Mbit/s towards
= éie%grlzo 20: Stream with tos=0x38 and throughput = 1Mbit/s towards
= éieglgnzo 21: Stream with tos=0x00 and throughput = 7Mbit/s towards
= éie?lgrlzo 22: Stream with tos=0x28 and throughput = 2Mbit/s towards
= éieglgnzo 23: Stream with tos=0x30 and throughput = 2Mbit/s towards
. gie%f?rlzo 24: Stream with tos=0x38 and throughput = 2Mbit/s towards
= éie%grlzo 25: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
. gie?u?rlzo 26: Stream with tos=0x28 and throughput = 0.5Mbit/s towards
= gie?grlzo 27: Stream with tos=0x30 and throughput = 0.5Mbit/s towards
= gie?lgrlzo 28: Stream with tos=0x38 and throughput = 0.5Mbit/s towards
. gie?]f?rlzo 29: Stream with tos=0x00 and throughput = 5Mbit/s towards
= gie?lgrlzo 30: Stream with tos=0x28 and throughput = 5Mbit/s towards
. gie?]f?rlzo 31: Stream with tos=0x30 and throughput = 5Mbit/s towards
= gie?lgrlzo 32: Stream with tos=0x38 and throughput = 5Mbit/s towards
= gie?lgnzo 33: Stream with tos=0x00 and throughput = 1Mbit/s towards
= gie?lgrlzo 34: Stream with tos=0x28 and throughput = 1Mbit/s towards
= gie?lgrlzo 35: Stream with tos=0x30 and throughput = 1Mbit/s towards
. gie?]f?rlzo 36: Stream with tos=0x38 and throughput = 1Mbit/s towards
= gie?lgrlzo 37 Stream with tos=0x00 and throughput = 7Mbit/s towards
= gie?’lgl’lzo 38: Stream with tos=0x28 and throughput = 2Mbit/s towards
= gie?lgrlzo 39: Stream with tos=0x30 and throughput = 2Mbit/s towards
= gie?]z?rlzo 40: Stream with tos=0x38 and throughput = 2Mbit/s towards
31.0.0.2

Check with Smartbit statistics if there is traffic drops.
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Expected result : The following results must be obtained:

Execution date : 15/09/04

Result

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5SMbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

: Obtained results are as follows:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
: No drop.
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Failure level
Remarks

- None.
: None.

Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5SMbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

Procedure

: TB_P1 FUNCT/POLI/2
: Verify policing configuration in MESCALT71.

: Log to MESCALT71, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00 and throughput

61.0.0.2

Scenario 2: Stream with tos=0xe8 and throughput

61.0.0.2

Scenario 3: Stream with tos=0xf0 and throughput

61.0.0.2

Scenario 4: Stream with tos=0xf8 and throughput

61.0.0.2

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 5: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

61.0.0.2
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= Scenario 6: Stream with tos=0xe8 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 7: Stream with tos=0xfO and throughput = 0.5Mbit/s towards
61.0.0.2

= Scenario 8: Stream with tos=0xf8 and throughput = 0.5Mbit/s towards
61.0.0.2

= Scenario 9: Stream with tos=0x00 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 10: Stream with tos=0xe8 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 11: Stream with tos=0xfO and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 12: Stream with tos=0xf8 and throughput = 5Mbit/s towards
61.0.0.2

= Scenario 13: Stream with tos=0x00 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 14: Stream with tos=0xe8 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 15: Stream with tos=0xf0 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 16: Stream with tos=0xf8 and throughput = 1Mbit/s towards
61.0.0.2

= Scenario 17: Stream with tos=0x00 and throughput = 7Mbit/s towards
61.0.0.2

= Scenario 18: Stream with tos=0xe8 and throughput = 2Mbit/s towards
61.0.0.2

= Scenario 19: Stream with tos=0xf0 and throughput = 2Mbit/s towards
61.0.0.2

= Scenario 20: Stream with tos=0xf8 and throughput = 2Mbit/s towards
61.0.0.2

Check with Smartbit statistics if there is traffic drops.
Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5: No drop.
= Scenario 6: No drop.
= Scenario 7: No drop.
= Scenario 8: No drop.
= Scenario 9: No drop.

= Scenario 10: Accepted traffic has a rate of 1Mbit/s
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Execution date : 15/09/04

Result

Failure level
Remarks

Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.

: Obtained results are as follows:

: None.
- None.

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:

Scenario 20:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.

Accepted traffic has a rate of 5Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Test Reference

Test Purpose

Procedure

: TB_P1_FUNCT/POLI/3
: Verify policing configuration in MESCALS8L.
: Log to MESCALS81, Configure Smartbit to generate traffic as follows:
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= Scenario 1. Stream with tos=0x00 and throughput = 5Mbit/s towards

61.0.0.2

= Scenario 2: Stream with tos=0x28 and throughput

61.0.0.2

= Scenario 3: Stream with tos=0x30 and throughput

61.0.0.2

= Scenario 4: Stream with tos=0x38 and throughput

61.0.0.2

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash
prompt.

Expected result :

= Scenario 5: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 6: Stream with tos=0x28 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 7: Stream with tos=0x30 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario 8: Stream with tos=0x38 and throughput = 0.5Mbit/s towards

61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

= Scenario
61.0.0.2

9: Stream with tos=0x00 and throughput = 5Mbit/s towards

10

11:

12:

13:

14:

15:

16:

17:

18:

19:

20

: Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

. Stream

with tos=0x28 and throughput = 5Mbit/s towards

with tos=0x30 and throughput = 5Mbit/s towards

with tos=0x38 and throughput = 5Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x28 and throughput = 1Mbit/s towards

with tos=0x30 and throughput = 1Mbit/s towards

with tos=0x38 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x28 and throughput = 2Mbit/s towards

with tos=0x30 and throughput = 2Mbit/s towards

with tos=0x38 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.
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Execution date : 15/09/04

Result

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4.
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10
Scenario 11
Scenario 12
Scenario 13
Scenario 14
Scenario 15

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

: Accepted traffic has a rate of 1Mbit/s
: Accepted traffic has a rate of 1Mbit/s
: Accepted traffic has a rate of 1Mbit/s
: No drop.

: No drop.

: No drop.
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Accepted traffic has a rate of 5Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Failure level
Remarks

- None.
- None.

Scenario 16: No drop.

Scenario 17: Accepted traffic has a rate of 5Mbit/s.
Scenario 18: Accepted traffic has a rate of 1Mbit/s.
Scenario 19: Accepted traffic has a rate of 1Mbit/s.
Scenario 20: Accepted traffic has a rate of 1Mbit/s.

Test Reference
Test Purpose

Procedure

: TB_P1_FUNCT/POLI/4
: Verify policing configuration in MESCALD51.
: Log to MESCALD51, Configure Smartbit to generate traffic as follows:

5Mbit/s towards

Scenario 1: Stream with tos=0x00 and throughput

21.0.0.2
Scenario 2: Stream with tos=0xa8 and throughput = 5Mbit/s towards
21.0.0.2
Scenario 3: Stream with tos=0xb0 and throughput = 5Mbit/s towards
21.0.0.2
Scenario 4: Stream with tos=0xb8 and throughput = 5Mbit/s towards
21.0.0.2
Scenario 5: Stream with tos=0x00 and throughput = 7Mbit/s towards
42.0.0.2
Scenario 6: Stream with tos=0xa8 and throughput = 7Mbit/s towards
42.0.0.2
Scenario 7: Stream with tos=0xb0 and throughput = 7Mbit/s towards
42.0.0.2
Scenario 8: Stream with tos=0xb8 and throughput = 7Mbit/s towards
42.0.0.2

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
21.0.0.2

Scenario 10: Stream with tos=0xa8 and throughput = 0.5Mbit/s towards
21.0.0.2

Scenario 11: Stream with tos=0xb0 and throughput = 0.5Mbit/s towards
21.0.0.2

Scenario 12: Stream with tos=0xb8 and throughput = 0.5Mbit/s towards
21.0.0.2

Scenario 13: Stream with tos=0x00 and throughput = 5Mbit/s towards
21.0.0.2

Scenario 14: Stream with tos=0xa8 and throughput
21.0.0.2

5Mbit/s towards
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= Scenario 15:

21.0.0.2

= Scenario 16:

21.0.0.2

= Scenario 17:

21.0.0.2

= Scenario 18:

21.0.0.2

= Scenario 19:

21.0.0.2

= Scenario 20:

21.0.0.2

= Scenario 21:

21.0.0.2

= Scenario 22:

21.0.0.2

= Scenario 23:

21.0.0.2

= Scenario 24:

21.0.0.2

= Scenario 25:

42.0.0.2

= Scenario 26:

42.0.0.2

= Scenario 27:

42.0.0.2

= Scenario 28:

42.0.0.2

= Scenario 29:

42.0.0.2

= Scenario 30:

42.0.0.2

= Scenario 31:

42.0.0.2

= Scenario 32:

42.0.0.2

= Scenario 33:

42.0.0.2

= Scenario 34:

42.0.0.2

= Scenario 35:

42.0.0.2

= Scenario 36:

42.0.0.2
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Stream with tos=0xb0 and throughput = 5Mbit/s towards

Stream with tos=0xb8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

1Mbit/s towards

Stream with tos=0xa8 and throughput

1Mbit/s towards

Stream with tos=0xb0 and throughput

Stream with tos=0xb8 and throughput = 1Mbit/s towards

7Mbit/s towards

Stream with tos=0x00 and throughput

2Mbit/s towards

Stream with tos=0xa8 and throughput

Stream with tos=0xb0 and throughput = 2Mbit/s towards
Stream with tos=0xb8 and throughput = 2Mbit/s towards
Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0xa8 and throughput = 0.5Mbit/s towards
Stream with tos=0xb0 and throughput = 0.5Mbit/s towards

Stream with tos=0xb8 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0xa8 and throughput = 7Mbit/s towards

Stream with tos=0xb0 and throughput = 7Mbit/s towards

Stream with tos=0xb8 and throughput = 7Mbit/s towards

1Mbit/s towards

Stream with tos=0x00 and throughput

Stream with tos=0xa8 and throughput = 1Mbit/s towards

Stream with tos=0xb0 and throughput = 1Mbit/s towards

Stream with tos=0xb8 and throughput = 1Mbit/s towards
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Scenario 37: Stream with tos=0x00 and throughput

42.0.0.2

Scenario 38: Stream with tos=0xa8 and throughput

42.0.0.2

Scenario 39: Stream with tos=0xb0 and throughput

42.0.0.2
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8Mbit/s towards

2Mbit/s towards

2Mbit/s towards

Scenario 40: Stream with tos=0xb8 and throughput = 2Mbit/s towards

42.0.0.2

Check with Smartbit statistics if there is traffic drops.

Expected result :

Execution date : 15/09/04

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Result

Failure level
Remarks

: Obtained results are:

: None.
- None.

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Cancelled.

Cancelled.

Cancelled.

Cancelled.

No drop.

No drop.

No drop.

No drop.

Cancelled.

Cancelled.

Cancelled.

Cancelled.

Cancelled.

Cancelled

Cancelled

Cancelled

Cancelled.

Cancelled.

Cancelled.

Cancelled.

Cancelled

Cancelled

Cancelled

Cancelled

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/POLI/5
: Verify policing configuration in MESCALA43.
: Log to MESCALA43, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00 and throughput = 5Mbit/s towards

61.0.0.2

Scenario 2: Stream with tos=0x88 and throughput = 5Mbit/s towards

61.0.0.2
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Scenario 3: Stream with tos=0x90 and throughput = 5Mbit/s towards

61.0.0.2

Scenario 4: Stream with tos=0x98 and throughput

61.0.0.2

5Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash
prompt.

Expected result :

Scenario 5: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

61.0.0.2

Scenario 6: Stream with tos=0x88 and throughput = 0.5Mbit/s towards

61.0.0.2

Scenario 7: Stream with tos=0x90 and throughput = 0.5Mbit/s towards

61.0.0.2

Scenario 8: Stream with tos=0x98 and throughput = 0.5Mbit/s towards

61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

Scenario
61.0.0.2

9: Stream with tos=0x00 and throughput = 9Mbit/s towards

10: Stream with tos=0x88 and throughput = 5Mbit/s towards

11:

12:

13:

14:

15:

16:

17:

18:

19:

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Scenario 20: Stream

61.0.0.2

with tos=0x90 and throughput = 5Mbit/s towards

with tos=0x98 and throughput = 5Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x88 and throughput = 1Mbit/s towards

with tos=0x90 and throughput = 1Mbit/s towards

with tos=0x98 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 15Mbit/s towards

with tos=0x88 and throughput = 4Mbit/s towards

with tos=0x90 and throughput = 4Mbit/s towards

with tos=0x98 and throughput = 4Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.
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Execution date : 15/09/04
: Obtained results are:

Result

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
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Failure level
Remarks

: None.
: None.

Scenario 19: Accepted traffic has a rate of 3Mbit/s

Scenario 20: Accepted traffic has a rate of 3Mbit/s
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Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/POLI/6
: Verify policing configuration in MESCALA41.
: Log to MESCALA41, Configure Smartbit to generate traffic as follows:

Scenario 1; Stream with tos=0x00 and

31.0.0.2

Scenario 2;
31.0.0.2

Scenario 3:
31.0.0.2

Scenario 4:
31.0.0.2

Scenario 5:
61.0.0.2

Scenario 6:
61.0.0.2

Scenario 7:
61.0.0.2

Scenario 8:
61.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

with tos=0x88

with tos=0x90

with tos=0x98

with tos=0x00

with tos=0x88

with tos=0x90

with tos=0x98

and

and

and

and

and

and

and

throughput = 7Mbit/s towards

throughput

throughput

throughput

throughput

throughput

throughput

throughput

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 10: Stream with tos=0x88 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 11
31.0.0.2

Scenario 12
31.0.0.2

Scenario 13
31.0.0.2

Scenario 14
31.0.0.2

Scenario 15
31.0.0.2

Scenario 16
31.0.0.2

Scenario 17
31.0.0.2

: Stream with tos=0x90 and throughput = 0.5Mbit/s towards

: Stream with tos=0x98 and throughput = 0.5Mbit/s towards

. Stream with tos=0x00 and throughput = 7Mbit/s towards

. Stream with tos=0x88 and throughput = 7Mbit/s towards

: Stream with tos=0x90 and throughput = 7Mbit/s towards

. Stream with tos=0x98 and throughput = 7Mbit/s towards

. Stream with tos=0x00 and throughput = 1Mbit/s towards
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= Scenario 18:

31.0.0.2

= Scenario 19:

31.0.0.2

= Scenario 20:

31.0.0.2

= Scenario 21:

31.0.0.2

= Scenario 22:

31.0.0.2

= Scenario 23:

31.0.0.2

= Scenario 24:

31.0.0.2

= Scenario 25:

61.0.0.2

= Scenario 26:

61.0.0.2

= Scenario 27:

61.0.0.2

= Scenario 28:

61.0.0.2

= Scenario 29:

61.0.0.2

= Scenario 30:

61.0.0.2

= Scenario 31:

61.0.0.2

= Scenario 32:

61.0.0.2

= Scenario 33:

61.0.0.2

= Scenario 34:

61.0.0.2

= Scenario 35:

61.0.0.2

= Scenario 36:

61.0.0.2

= Scenario 37:

61.0.0.2

= Scenario 38:

61.0.0.2

= Scenario 39
61.0.0.2

Copyright ©
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Stream with tos=0x88 and throughput = 1Mbit/s towards

Stream with tos=0x90 and throughput = 1Mbit/s towards

Stream with tos=0x98 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 9Mbit/s towards

Stream with tos=0x88 and throughput = 2Mbit/s towards

Stream with tos=0x90 and throughput = 2Mbit/s towards

Stream with tos=0x98 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x88 and throughput = 0.5Mbit/s towards

Stream with tos=0x90 and throughput = 0.5Mbit/s towards

Stream with tos=0x98 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0x88 and throughput = 7Mbit/s towards

Stream with tos=0x90 and throughput = 7Mbit/s towards

Stream with tos=0x98 and throughput = 7Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0x88 and throughput = 1Mbit/s towards

Stream with tos=0x90 and throughput = 1Mbit/s towards

Stream with tos=0x98 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 10Mbit/s towards

Stream with tos=0x88 and throughput = 2Mbit/s towards

. Stream with tos=0x90 and throughput = 2Mbit/s towards
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Expected result :
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Scenario 40: Stream with tos=0x98 and throughput = 2Mbit/s towards

61.0.0.2

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:

No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s

Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.

No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.
No drop.
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Execution date : 15/09/04

Result

Scenario 35
Scenario 36
Scenario 37
Scenario 38
Scenario 39

Scenario 40

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:

: No drop.
: No drop.
: Accepted traffic has a rate of 7Mbit/s
. Accepted traffic has a rate of 3Mbit/s
: Accepted traffic has a rate of 3Mbit/s
: Accepted traffic has a rate of 3Mbit/s

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
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Accepted traffic has a rate of 1Mbit/s.
Accepted traffic has a rate of 1Mbit/s.
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Failure level
Remarks

- None.
- None.

Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
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Test Reference

Test Purpose

Procedure

: TB_P1_FUNCT/POLI/7
: Verify policing configuration in MESCALA42.
: Log to MESCALA42, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00

31.0.0.2

Scenario 2:
31.0.0.2

Scenario 3:
31.0.0.2

Scenario 4:
31.0.0.2

Scenario 5:
21.0.0.2

Scenario 6:
21.0.0.2

Scenario 7:
21.0.0.2

Scenario 8:
21.0.0.2

Scenario 9:
51.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

Scenario
51.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

with

with

with

with

with

with

with

with

tos=0x88

tos=0x90

tos=0x98

tos=0x00

tos=0x88

tos=0x90

tos=0x98

tos=0x00

and

and

and

and

and

and

and

and

and

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput
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7Mbit/s

7TMbit/s

7Mbit/s

7TMbit/s

7Mbit/s

7Mbit/s

7TMbit/s

7Mbit/s

7TMbit/s

towards

towards

towards

towards

towards

towards

towards

towards

towards

10: Stream with tos=0x88 and throughput = 7Mbit/s towards

11: Stream with tos=0x90 and throughput = 7Mbit/s towards

12: Stream with tos=0x98 and throughput = 7Mbit/s towards
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Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

31.0.0.2

Scenario 14
31.0.0.2

Scenario 15
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario
31.0.0.2

Scenario 28
31.0.0.2

Scenario 30
21.0.0.2

Scenario 29
21.0.0.2

Scenario 31
21.0.0.2

Scenario 32
21.0.0.2

Scenario 33
21.0.0.2

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

: Stream with tos=0x88 and throughput = 0.5Mbit/s towards

. Stream with tos=0x90 and throughput = 0.5Mbit/s towards

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

. Stream

Stream with tos=0x98 and throughput = 0.5Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x88 and throughput = 7Mbit/s towards

with tos=0x90 and throughput = 7Mbit/s towards

with tos=0x98 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x88 and throughput = 1Mbit/s towards

with tos=0x90 and throughput = 1Mbit/s towards

with tos=0x98 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 9Mbit/s towards

with tos=0x88 and throughput = 2Mbit/s towards

with tos=0x90 and throughput = 2Mbit/s towards

with tos=0x98 and throughput = 2Mbit/s towards

. Stream with tos=0x00 and throughput = 0.5Mbit/s towards

. Stream with tos=0x88 and throughput = 0.5Mbit/s towards

: Stream with tos=0x90 and throughput = 0.5Mbit/s towards

. Stream with tos=0x98 and throughput = 0.5Mbit/s towards

. Stream

with tos=0x00 and throughput = 7Mbit/s towards

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 259 of 402

= Scenario 34: Stream with tos=0x88 and throughput = 7Mbit/s towards

21.0.0.2

= Scenario 35: Stream with tos=0x90 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 36: Stream with tos=0x98 and throughput = 7Mbit/s towards
21.0.0.2

= Scenario 37: Stream with tos=0x00 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 38: Stream with tos=0x88 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 39: Stream with tos=0x90 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 40: Stream with tos=0x98 and throughput = 1Mbit/s towards
21.0.0.2

= Scenario 41: Stream with tos=0x00 and throughput = 9Mbit/s towards
21.0.0.2

= Scenario 42: Stream with tos=0x88 and throughput = 2Mbit/s towards
21.0.0.2

= Scenario 43: Stream with tos=0x90 and throughput = 2Mbit/s towards
21.0.0.2

= Scenario 44: Stream with tos=0x98 and throughput = 2Mbit/s towards
21.0.0.2

= Scenario 45: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 46: Stream with tos=0x88 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 47: Stream with tos=0x90 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 48: Stream with tos=0x98 and throughput = 0.5Mbit/s towards
51.0.0.2

= Scenario 49: Stream with tos=0x00 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 50: Stream with tos=0x88 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 51: Stream with tos=0x90 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 52: Stream with tos=0x98 and throughput = 7Mbit/s towards
51.0.0.2

= Scenario 53: Stream with tos=0x00 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 54: Stream with tos=0x88 and throughput = 1Mbit/s towards
51.0.0.2

= Scenario 55: Stream with tos=0x90 and throughput = 1Mbit/s towards
51.0.0.2
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Scenario 56
51.0.0.2

Scenario 57
51.0.0.2

Scenario 58
51.0.0.2

Scenario 59
51.0.0.2

Scenario 60
51.0.0.2
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. Stream with tos=0x98 and throughput = 1Mbit/s towards

. Stream with tos=0x00 and throughput = 9Mbit/s towards

: Stream with tos=0x88 and throughput = 2Mbit/s towards

. Stream with tos=0x90 and throughput = 2Mbit/s towards

. Stream with tos=0x98 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

Expected result : Following results must be obtained:

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:

Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:

Scenario 27:

Copyright ©

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Execution date : 15/09/04

Result

Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:

Scenario 60:

: Obtained results are:
Scenario 1: No drop.

Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

Scenario 2: No drop.
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= Scenario 3: No drop.

= Scenario 4: No drop.

= Scenario 5: No drop.

= Scenario 6: No drop.

= Scenario 7: No drop.

= Scenario 8: No drop.

= Scenario 9: No drop.

= Scenario 10: No drop.

= Scenario 11: No drop.

= Scenario 12: No drop.

= Scenario 13: No drop.

= Scenario 14: No drop.

= Scenario 15: No drop.

= Scenario 16: No drop.

= Scenario 17: No drop.

= Scenario 18: Accepted traffic has a rate of 1Mbit/s
= Scenario 19: Accepted traffic has a rate of 1Mbit/s
= Scenario 20: Accepted traffic has a rate of 1Mbit/s
= Scenario 21: No drop.

= Scenario 22: No drop.

= Scenario 23: No drop.

= Scenario 24: No drop.

= Scenario 25: Accepted traffic has a rate of 7Mbit/s
= Scenario 26: Accepted traffic has a rate of 1Mbit/s
= Scenario 27: Accepted traffic has a rate of 1Mbit/s
= Scenario 28: Accepted traffic has a rate of 1Mbit/s
= Scenario 29: No drop.

= Scenario 30: No drop.

= Scenario 31: No drop.

= Scenario 32: No drop.

= Scenario 33: No drop.

= Scenario 34: Accepted traffic has a rate of 1Mbit/s
= Scenario 35: Accepted traffic has a rate of 1Mbit/s
= Scenario 36: Accepted traffic has a rate of 1Mbit/s
= Scenario 37: No drop.

= Scenario 38: No drop.

= Scenario 39: No drop.
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Failure level
Remarks

: None.
: None.

Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:
Scenario 60:

No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose

Procedure

Scenario 1: Stream with tos=0x00 and throughput

11.0.0.2

Scenario 2:
11.0.0.2

Scenario 3:
11.0.0.2

Scenario 4:
11.0.0.2

Scenario 5:
42.0.0.2

Scenario 6:
42.0.0.2

: TB_P1_FUNCT/POLI/8
: Verify policing configuration in MESCAL21.
: Log to MESCAL21, Configure Smartbit to generate traffic as follows:

Stream

Stream

Stream

Stream

Stream
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with tos=0x48 and throughput

with tos=0x50 and throughput

with tos=0x58 and throughput

with tos=0x00 and throughput

with tos=0x48 and throughput

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards
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Scenario 7: Stream with tos=0x50 and throughput = 7Mbit/s towards
42.0.0.2

Scenario 8: Stream with tos=0x58 and throughput = 7Mbit/s towards
42.0.0.2

Scenario 9: Stream with tos=0x00 and throughput = 7Mbit/s towards
51.0.0.2

Scenario 10: Stream with tos=0x48 and throughput = 7Mbit/s towards
51.0.0.2

Scenario 11: Stream with tos=0x50 and throughput = 7Mbit/s towards
51.0.0.2

Scenario 12: Stream with tos=0x58 and throughput = 7Mbit/s towards
51.0.0.2

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
11.0.0.2

Scenario 14: Stream with tos=0x48 and throughput = 0.5Mbit/s towards
11.0.0.2

Scenario 15: Stream with tos=0x50 and throughput = 0.5Mbit/s towards
11.0.0.2

Scenario 16: Stream with tos=0x58 and throughput = 0.5Mbit/s towards
11.0.0.2

Scenario 17: Stream with tos=0x00 and throughput = 7Mbit/s towards
11.0.0.2

Scenario 18: Stream with tos=0x48 and throughput = 7Mbit/s towards
11.0.0.2

Scenario 19: Stream with tos=0x50 and throughput = 7Mbit/s towards
11.0.0.2

Scenario 20: Stream with tos=0x58 and throughput = 7Mbit/s towards
11.0.0.2

Scenario 21: Stream with tos=0x00 and throughput = 1Mbit/s towards
11.0.0.2

Scenario 22: Stream with tos=0x48 and throughput = 1Mbit/s towards
11.0.0.2

Scenario 23: Stream with tos=0x50 and throughput = 1Mbit/s towards
11.0.0.2

Scenario 24: Stream with tos=0x58 and throughput = 1Mbit/s towards
11.0.0.2

Scenario 25: Stream with tos=0x00 and throughput = 7Mbit/s towards
11.0.0.2

Scenario 26: Stream with tos=0x48 and throughput = 2Mbit/s towards
11.0.0.2

Scenario 27: Stream with tos=0x50 and throughput = 2Mbit/s towards
11.0.0.2
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Scenario 28:

11.0.0.2

Scenario 30:

42.0.0.2

Scenario 29:

42.0.0.2

Scenario 31:

42.0.0.2

Scenario 32:

42.0.0.2

Scenario 33:

42.0.0.2

Scenario 34:

42.0.0.2

Scenario 35:

42.0.0.2

Scenario 36:

42.0.0.2

Scenario 37:

42.0.0.2

Scenario 38:

42.0.0.2

Scenario 39:

42.0.0.2

Scenario 40:

42.0.0.2

Scenario 41:

42.0.0.2

Scenario 42:

42.0.0.2

Scenario 43:

42.0.0.2

Scenario 44:

42.0.0.2

Scenario 45:

51.0.0.2

Scenario 46:

51.0.0.2

Scenario 47:

51.0.0.2

Scenario 48:

51.0.0.2

Scenario 49:

51.0.0.2
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Stream with tos=0x58 and throughput = 2Mbit/s towards
Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0x48 and throughput = 0.5Mbit/s towards
Stream with tos=0x50 and throughput = 0.5Mbit/s towards
Stream with tos=0x58 and throughput = 0.5Mbit/s towards
Stream with tos=0x00 and throughput = 7Mbit/s towards
Stream with tos=0x48 and throughput = 7Mbit/s towards
Stream with tos=0x50 and throughput = 7Mbit/s towards
Stream with tos=0x58 and throughput = 7Mbit/s towards
Stream with tos=0x00 and throughput = 1Mbit/s towards
Stream with tos=0x48 and throughput = 1Mbit/s towards
Stream with tos=0x50 and throughput = 1Mbit/s towards
Stream with tos=0x58 and throughput = 1Mbit/s towards
Stream with tos=0x00 and throughput = 10Mbit/s towards
Stream with tos=0x48 and throughput = 2Mbit/s towards
Stream with tos=0x50 and throughput = 2Mbit/s towards
Stream with tos=0x58 and throughput = 2Mbit/s towards
Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0x48 and throughput = 0.5Mbit/s towards
Stream with tos=0x50 and throughput = 0.5Mbit/s towards
Stream with tos=0x58 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards
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Expected result :

Scenario 50:

51.0.0.2

Scenario 51:

51.0.0.2

Scenario 52:

51.0.0.2

Scenario 53:

51.0.0.2

Scenario 54:

51.0.0.2

Scenario 55:

51.0.0.2

Scenario 56:

51.0.0.2

Scenario 57;

51.0.0.2

Scenario 58:

51.0.0.2

Scenario 59:

51.0.0.2

Scenario 60:

51.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
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with tos=0x48 and throughput = 7Mbit/s towards

with tos=0x50 and throughput = 7Mbit/s towards

with tos=0x58 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x48 and throughput = 1Mbit/s towards

with tos=0x50 and throughput = 1Mbit/s towards

with tos=0x58 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 10Mbit/s towards

with tos=0x48 and throughput = 2Mbit/s towards

with tos=0x50 and throughput = 2Mbit/s towards

with tos=0x58 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.
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Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
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Execution date : 15/09/04

Result

Scenario 55
Scenario 56
Scenario 57
Scenario 58
Scenario 59

Scenario 60

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:

: No drop.
: No drop.
: Accepted traffic has a rate of 7Mbit/s
. Accepted traffic has a rate of 1Mbit/s
: Accepted traffic has a rate of 1Mbit/s
: Accepted traffic has a rate of 1Mbit/s

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Cancelled.

Cancelled.

Cancelled.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
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Failure level
Remarks

- None.
: None.

Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:
Scenario 60:

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Cancelled.

Cancelled.

Cancelled.

Cancelled.

Cancelled

Cancelled

Cancelled

Cancelled

Cancelled.

Cancelled.

Cancelled.

Cancelled.

Cancelled

Cancelled

Cancelled

Cancelled
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Test Reference

Test Purpose

Procedure

: TB_P1 FUNCT/POLI/9
: Verify policing configuration in MESCAL3L.
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: Log to MESCAL31, Configure Smartbit to generate traffic as follows:
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Scenario 1:
11.0.0.2

Scenario 2;
11.0.0.2

Scenario 3:
11.0.0.2

Scenario 4:
11.0.0.2

Scenario 5:
42.0.0.2

Scenario 6:
42.0.0.2

Scenario 7;
42.0.0.2

Scenario 8:
42.0.0.2

Scenario 9:
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario 12: Stream with tos=0x78 and throughput =

41.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

with

with

with

with

with

with

with

with

with

tos=0x00

tos=0x68

tos=0x70

tos=0x78

tos=0x00

tos=0x68

tos=0x70

tos=0x78

tos=0x00

and

and

and

and

and

and

and

and

and

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

throughput

10: Stream with tos=0x68 and throughput =

11: Stream with tos=0x70 and throughput =
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7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards

7Mbit/s towards
7Mbit/s towards
7Mbit/s towards
7Mbit/s towards
7Mbit/s towards

7Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 13: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

11.0.0.2

Scenario 14:

11.0.0.2

Scenario 15:

11.0.0.2

Scenario 16:

11.0.0.2

Scenario 17:

11.0.0.2

Scenario 18:

11.0.0.2

Scenario 19:

11.0.0.2

Scenario 20:

11.0.0.2

Scenario 21:

11.0.0.2

Stream with tos=0x68 and throughput = 0.5Mbit/s towards

Stream with tos=0x70 and throughput = 0.5Mbit/s towards

Stream with tos=0x78 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards

Stream with tos=0x68 and throughput = 7Mbit/s towards

Stream with tos=0x70 and throughput = 7Mbit/s towards

Stream with tos=0x78 and throughput = 7Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards
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Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario
11.0.0.2

Scenario 28:

11.0.0.2

Scenario 30:

42.0.0.2

Scenario 29:

42.0.0.2

Scenario 31:

42.0.0.2

Scenario 32:

42.0.0.2

Scenario 33:

42.0.0.2

Scenario 34:

42.0.0.2

Scenario 35:

42.0.0.2

Scenario 36:

42.0.0.2

Scenario 37:

42.0.0.2

Scenario 38:

42.0.0.2

Scenario 39:

42.0.0.2

Scenario 40:

42.0.0.2

Scenario 41;

42.0.0.2

Scenario 42:

42.0.0.2

Scenario 43:

42.0.0.2

22:

23:

24:

25:

26:

27:
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Stream with tos=0x68 and throughput = 1Mbit/s towards

Stream with tos=0x70 and throughput = 1Mbit/s towards
Stream with tos=0x78 and throughput = 1Mbit/s towards
Stream with tos=0x00 and throughput = 7Mbit/s towards
Stream with tos=0x68 and throughput = 2Mbit/s towards
Stream with tos=0x70 and throughput = 2Mbit/s towards
Stream with tos=0x78 and throughput = 2Mbit/s towards
Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0x68 and throughput = 0.5Mbit/s towards
Stream with tos=0x70 and throughput = 0.5Mbit/s towards
Stream with tos=0x78 and throughput = 0.5Mbit/s towards
Stream with tos=0x00 and throughput = 7Mbit/s towards
Stream with tos=0x68 and throughput = 7Mbit/s towards
Stream with tos=0x70 and throughput = 7Mbit/s towards
Stream with tos=0x78 and throughput = 7Mbit/s towards
Stream with tos=0x00 and throughput = 1Mbit/s towards
Stream with tos=0x68 and throughput = 1Mbit/s towards
Stream with tos=0x70 and throughput = 1Mbit/s towards
Stream with tos=0x78 and throughput = 1Mbit/s towards
Stream with tos=0x00 and throughput = 10Mbit/s towards

Stream with tos=0x68 and throughput = 2Mbit/s towards

Stream with tos=0x70 and throughput = 2Mbit/s towards
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Expected result :

Scenario 44:

42.0.0.2

Scenario 45:

41.0.0.2

Scenario 46:

41.0.0.2

Scenario 47:

41.0.0.2

Scenario 48:

41.0.0.2

Scenario 49:

41.0.0.2

Scenario 50:

41.0.0.2

Scenario 51:

41.0.0.2

Scenario 52:

41.0.0.2

Scenario 53:

41.0.0.2

Scenario 54:

41.0.0.2

Scenario 55:

41.0.0.2

Scenario 56:

41.0.0.2

Scenario 57:

41.0.0.2

Scenario 58:

41.0.0.2

Scenario 59:

41.0.0.2

Scenario 60
41.0.0.2

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

Stream

: Stream

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Page 272 of 402

with tos=0x78 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0x68 and throughput = 0.5Mbit/s towards

Stream with tos=0x70 and throughput = 0.5Mbit/s towards

Stream with tos=0x78 and throughput = 0.5Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x68 and throughput = 7Mbit/s towards

with tos=0x70 and throughput = 7Mbit/s towards

with tos=0x78 and throughput = 7Mbit/s towards

with tos=0x00 and throughput = 1Mbit/s towards

with tos=0x68 and throughput = 1Mbit/s towards

with tos=0x70 and throughput = 1Mbit/s towards

with tos=0x78 and throughput = 1Mbit/s towards

with tos=0x00 and throughput = 7Mbit/s towards

with tos=0x68 and throughput = 2Mbit/s towards

with tos=0x70 and throughput = 2Mbit/s towards

with tos=0x78 and throughput = 2Mbit/s towards

Check with Smartbit statistics if there is traffic drops.
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Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5SMbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Execution date : 15/09/04

Result

Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:
Scenario 57:
Scenario 58:
Scenario 59:

Scenario 60:

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:

No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:
Scenario 41:
Scenario 42:
Scenario 43:
Scenario 44:
Scenario 45:
Scenario 46:
Scenario 47:
Scenario 48:
Scenario 49:
Scenario 50:
Scenario 51:
Scenario 52:
Scenario 53:
Scenario 54:
Scenario 55:
Scenario 56:

Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 7Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
No drop
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
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Failure level
Remarks

- None.
: None.

Scenario 57: Accepted traffic has a rate of 7Mbit/s
Scenario 58: Accepted traffic has a rate of 1Mbit/s
Scenario 59: Accepted traffic has a rate of 1Mbit/s
Scenario 60: Accepted traffic has a rate of 1Mbit/s

Test Reference
Test Purpose

Procedure

: TB_P1 FUNCT/POLI/10
: Verify policing configuration in MESCALG61.

: Log to MESCALG61, Configure Smartbit to generate traffic as follows:

Scenario 1: Stream with tos=0x00 and throughput = 5Mbit/s towards

71.0.0.2
Scenario 2: Stream with tos=0xc8 and throughput = 5Mbit/s towards
71.0.0.2
Scenario 3: Stream with tos=0xdOand throughput = 5Mbit/s towards
71.0.0.2
Scenario 4: Stream with tos=0xd8 and throughput = 5Mbit/s towards
71.0.0.2
Scenario 5: Stream with tos=0x00 and throughput = 5Mbit/s towards
81.0.0.2
Scenario 6: Stream with tos=0xc8 and throughput = 5Mbit/s towards
81.0.0.2

Scenario 7: Stream with tos=0xdOand throughput = 5Mbit/s towards
81.0.0.2

Scenario 8: Stream with tos=0xd8 and throughput = 5Mbit/s towards
81.0.0.2

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards
71.0.0.2

Scenario 10: Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
71.0.0.2

Scenario 11: Stream with tos=0xdOand throughput = 0.5Mbit/s towards
71.0.0.2

Scenario 12: Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
71.0.0.2

Scenario 13: Stream with tos=0x00 and throughput
71.0.0.2

Scenario 14: Stream with tos=0xc8 and throughput
71.0.0.2

Scenario 15: Stream with tos=0xdOand throughput = 5Mbit/s towards
71.0.0.2

5Mbit/s towards

5Mbit/s towards
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Scenario 16:

71.0.0.2

Scenario 17:

71.0.0.2

Scenario 18:

71.0.0.2

Scenario 19:

71.0.0.2

Scenario 20:

71.0.0.2

Scenario 21:

71.0.0.2

Scenario 22:

71.0.0.2

Scenario 23:

71.0.0.2

Scenario 24:

71.0.0.2

Scenario 25:

81.0.0.2

Scenario 26:

81.0.0.2

Scenario 27:

81.0.0.2

Scenario 28:

81.0.0.2

Scenario 29:

81.0.0.2

Scenario 30:

81.0.0.2

Scenario 31:

81.0.0.2

Scenario 32:

81.0.0.2

Scenario 33:

81.0.0.2

Scenario 34:

81.0.0.2

Scenario 35:

81.0.0.2

Scenario 36:

81.0.0.2

Scenario 37:

81.0.0.2
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Stream with tos=0xd8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0xc8 and throughput = 1Mbit/s towards

Stream with tos=0xdOand throughput = 1Mbit/s towards

Stream with tos=0xd8 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 7Mbit/s towards

Stream with tos=0xc8 and throughput = 2Mbit/s towards

Stream with tos=0xdOand throughput = 2Mbit/s towards

Stream with tos=0xd8 and throughput = 2Mbit/s towards

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

Stream with tos=0xc8 and throughput = 0.5Mbit/s towards

Stream with tos=0xd0Oand throughput = 0.5Mbit/s towards

Stream with tos=0xd8 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards

Stream with tos=0xc8 and throughput = 5Mbit/s towards

Stream with tos=0xdOand throughput = 5Mbit/s towards

Stream with tos=0xd8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

Stream with tos=0xc8 and throughput = 1Mbit/s towards

Stream with tos=0xdOand throughput = 1Mbit/s towards

Stream with tos=0xd8 and throughput = 1Mbit/s towards

Stream with tos=0x00 and throughput = 5Mbit/s towards
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Expected result :

Scenario 38: Stream with tos=0xc8 and throughput

81.0.0.2

Scenario 39: Stream with tos=0xdOand throughput

81.0.0.2

Scenario 40: Stream with tos=0xd8 and throughput

81.0.0.2

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:

Check with Smartbit statistics if there is traffic drops.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
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2Mbit/s towards

2Mbit/s towards
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Execution date : 15/09/04

Result

Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:

Scenario 40:

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:

Scenario 9:

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:
Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 2Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 5Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
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Failure level
Remarks

> None.
: None.

Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:

Scenario 40:

No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 2Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
Accepted traffic has a rate of 1Mbit/s
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Test Reference

Test Purpose
Procedure

: TB_P1_FUNCT/POLI/11
: Verify policing configuration in MESCALG61.
: Log to MESCALG61, Configure Smartbit to generate traffic as follows:

Scenario 1:
41.0.0.2

Scenario 2:
41.0.0.2

Scenario 3:
41.0.0.2

Scenario 4:
41.0.0.2

Scenario 5:
43.0.0.2

Scenario 6:
43.0.0.2

Scenario 7:
43.0.0.2

Scenario 8:
43.0.0.2

Stream with tos=0x00 and throughput

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput

Stream with tos=0xd8 and throughput

Stream with tos=0x00 and throughput

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput

Stream with tos=0xd8 and throughput

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

5Mbit/s towards

Execute gsa script in immediate neighbours and gsdel in local router from a bash

prompt.

Scenario 9: Stream with tos=0x00 and throughput = 0.5Mbit/s towards

41.0.0.2
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Scenario 10:

41.0.0.2

Scenario 11;

41.0.0.2

Scenario 12:

41.0.0.2

Scenario 13:

41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario
41.0.0.2

Scenario 24:

41.0.0.2

Scenario 25:

43.0.0.2

Scenario 26:

43.0.0.2

Scenario 27:

43.0.0.2

Scenario 28:

43.0.0.2

Scenario 29:

43.0.0.2

Scenario 30:

43.0.0.2

Scenario 31:

43.0.0.2

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:
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Stream with tos=0xc8 and throughput = 0.5Mbit/s towards

Stream with tos=0xdOand throughput = 0.5Mbit/s towards

Stream with tos=0xd8 and throughput = 0.5Mbit/s towards

Stream with tos=0x00 and throughput = 10Mbit/s towards

5Mbit/s towards

Stream with tos=0xc8 and throughput

Stream with tos=0xdOand throughput = 5Mbit/s towards

5Mbit/s towards

Stream with tos=0xd8 and throughput

1Mbit/s towards

Stream with tos=0x00 and throughput

Stream with tos=0xc8 and throughput = 1Mbit/s towards

1Mbit/s towards

Stream with tos=0xdOand throughput

Stream with tos=0xd8 and throughput = 1Mbit/s towards
Stream with tos=0x00 and throughput = 12Mbit/s towards
Stream with tos=0xc8 and throughput = 4Mbit/s towards
Stream with tos=0xdOand throughput = 4Mbit/s towards
Stream with tos=0xd8 and throughput = 4Mbit/s towards
Stream with tos=0x00 and throughput = 0.5Mbit/s towards
Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
Stream with tos=0xd0Oand throughput = 0.5Mbit/s towards
Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
Stream with tos=0x00 and throughput = 5Mbit/s towards

Stream with tos=0xc8 and throughput = 5Mbit/s towards

Stream with tos=0xdOand throughput = 5Mbit/s towards
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Expected result :

Scenario 32:

43.0.0.2

Scenario 33:

43.0.0.2

Scenario 34:

43.0.0.2

Scenario 35;:

43.0.0.2

Scenario 36:

43.0.0.2

Scenario 37:

43.0.0.2

Scenario 38:

43.0.0.2

Scenario 39:

43.0.0.2

Scenario 40:

43.0.0.2
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Stream with tos=0xd8 and throughput = 5Mbit/s towards

Stream with tos=0x00 and throughput = 1Mbit/s towards

1Mbit/s towards

Stream with tos=0xc8 and throughput

1Mbit/s towards

Stream with tos=0xdOand throughput

1Mbit/s towards

Stream with tos=0xd8 and throughput

Stream with tos=0x00 and throughput = 15Mbit/s towards

6Mbit/s towards

Stream with tos=0xc8 and throughput

6Mbit/s towards

Stream with tos=0xdOand throughput

6Mbit/s towards

Stream with tos=0xd8 and throughput

Check with Smartbit statistics if there is traffic drops.

Scenario 1: No drop.

Scenario 2: No drop.

Scenario 3: No drop.

Scenario 4: No drop.

Scenario 5: No drop.

Scenario 6: No drop.

Scenario 7: No drop.

Scenario 8: No drop.

Scenario 9: No drop.

Scenario 10:
Scenario 11:
Scenario 12:
Scenario 13:
Scenario 14:
Scenario 15:
Scenario 16:
Scenario 17:
Scenario 18:
Scenario 19:
Scenario 20:

No drop.
No drop.
No drop.
No drop.
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.
No drop.
No drop.
No drop.
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Execution date : 15/09/04

Result

Scenario 21:
Scenario 22:
Scenario 23:
Scenario 24:
Scenario 25:
Scenario 26:
Scenario 27:
Scenario 28:
Scenario 29:
Scenario 30:
Scenario 31:
Scenario 32:
Scenario 33:
Scenario 34:
Scenario 35:
Scenario 36:
Scenario 37:
Scenario 38:
Scenario 39:
Scenario 40:

: Obtained results are:

Scenario 1:
Scenario 2:
Scenario 3:
Scenario 4:
Scenario 5:
Scenario 6:
Scenario 7:
Scenario 8:
Scenario 9:
Scenario 10
Scenario 11
Scenario 12
Scenario 13
Scenario 14

Scenario 15
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Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

No drop

Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
No drop.

No drop.

No drop.

No drop.

Accepted traffic has a rate of 10Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s
Accepted traffic has a rate of 3Mbit/s

No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
No drop.
: No drop.
: No drop.
: No drop.
: No drop.
. Accepted traffic has a rate of 3Mbit/s
. Accepted traffic has a rate of 3Mbit/s
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Failure level
Remarks

= Scenario 16: Accepted traffic has a rate of 3Mbit/s
= Scenario 17: No drop.

= Scenario 18: No drop.

= Scenario 19: No drop.

= Scenario 20: No drop.

= Scenario 21: Accepted traffic has a rate of 10Mbit/s
= Scenario 22: Accepted traffic has a rate of 3Mbit/s
= Scenario 23: Accepted traffic has a rate of 3Mbit/s
= Scenario 24: Accepted traffic has a rate of 3Mbit/s
= Scenario 25: No drop.

= Scenario 26: No drop.

= Scenario 27: No drop.

= Scenario 28: No drop.

= Scenario 29: No drop

= Scenario 30: Accepted traffic has a rate of 3Mbit/s
= Scenario 31: Accepted traffic has a rate of 3Mbit/s
= Scenario 32: Accepted traffic has a rate of 3Mbit/s
= Scenario 33: No drop.

= Scenario 34: No drop.

= Scenario 35: No drop.

= Scenario 36: No drop.

= Scenario 37: Accepted traffic has a rate of 10Mbit/s
= Scenario 38: Accepted traffic has a rate of 3Mbit/s
= Scenario 39: Accepted traffic has a rate of 3Mbit/s
= Scenario 40: Accepted traffic has a rate of 3Mbit/s

: None.
> None.

10.1.5TB_P1_FUNCT/BWMA

Test Reference

Test Purpose
Procedure

: TB_P1 FUNCT/BWMA/1
: Verify bandwidth management configuration in MESCAL11.
: Log to MESCAL11, Configure Smartbit to generate traffic as follows:

= Scenario 1:
0 Stream with tos=0x00 and throughput = 8Mbit/s towards 21.0.0.2
o Stream with tos=0x28 and throughput = 8Mbit/s towards 21.0.0.2
0 Stream with tos=0x30 and throughput = 8Mbit/s towards 21.0.0.2

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 285 of 402

0 Stream with tos=0x38 and throughput = 8Mbit/s towards 21.0.0.2
= Scenario 2:

o Stream with tos=0x00 and throughput = 8Mbit/s towards 31.0.0.2

0 Stream with tos=0x28 and throughput = 8Mbit/s towards 31.0.0.2

0 Stream with tos=0x30 and throughput = 8Mbit/s towards 31.0.0.2

0 Stream with tos=0x38 and throughput = 8Mbit/s towards 31.0.0.2

Execute gsa script from a bash prompt.

= Scenario 3:

0 Stream with tos=0x00 and throughput 0.5Mbit/s towards

21.0.0.2

0 Stream with tos=0x28 and throughput
21.0.0.2

0 Stream with tos=0x30 and throughput
21.0.0.2

o Stream with tos=0x38 and throughput
21.0.0.2

= Scenario 4:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
o Stream with tos=0x28 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0x30 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0x38 and throughput = 5Mbit/s towards 21.0.0.2
= Scenario 5:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0x30 and throughput = 5Mbit/s towards 21.0.0.2
o Stream with tos=0x38 and throughput = 5Mbit/s towards 21.0.0.2
= Scenario 6:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0x28 and throughput = 5Mbit/s towards 21.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 7:

0 Stream with tos=0x00 and throughput 0.5Mbit/s towards

31.0.0.2

o Stream with tos=0x28 and throughput
31.0.0.2

0 Stream with tos=0x30 and throughput
31.0.0.2

0 Stream with tos=0x38 and throughput
31.0.0.2

= Scenario 8:
o Stream with tos=0x00 and throughput = 5Mbit/s towards 31.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards
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0 Stream with tos=0x28 and throughput = 5Mbit/s towards 31.0.0.2

0 Stream with tos=0x30 and throughput = 5Mbit/s towards 31.0.0.2

o Stream with tos=0x38 and throughput = 5Mbit/s towards 31.0.0.2
= Scenario 9:

0 Stream with tos=0x00 and throughput = 5Mbit/s towards 31.0.0.2

0 Stream with tos=0x28 and throughput = 5Mbit/s towards 31.0.0.2

o Stream with tos=0x30 and throughput = 5Mbit/s towards 31.0.0.2
= Scenario 10:

0 Stream with tos=0x00 and throughput = 5Mbit/s towards 31.0.0.2

o Stream with tos=0x28 and throughput = 5Mbit/s towards 31.0.0.2

Check with Smartbit statistics if there is traffic drops.
Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 2Mbit/s
Stream with tos=0x28 is received with a throughput of 1Mbit/s
Stream with tos=0x30 is received with a throughput of 1Mbit/s

o O O O

Stream with tos=0x38 is received with a throughput of 1Mbit/s
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= Scenario 9:
0 Received traffic has a throughput of 5Mbit/s
o Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 9:
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Failure level
Remarks

o O O

(0]
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Received traffic has a throughput of 5Mbit/s

Stream with tos=0x00 is received with a throughput of 3Mbit/s
Stream with tos=0x30 is received with a throughput of 1Mbit/s
Stream with tos=0x38 is received with a throughput of 1Mbit/s

= Scenario 10:

o
o
o
: None.
: None.

Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 4Mbit/s
Stream with tos=0x28 is received with a throughput of 1Mbit/s

Test Reference :
: Verify bandwidth management configuration in MESCALT71.
: Log to MESCALT1, Configure Smartbit to generate traffic as follows:

Test Purpose

Procedure

TB_P1_FUNCT/BWMA/2

= Scenario 1:

0]

0]

0]

0]

Stream with tos=0x00 and throughput = 8Mbit/s towards 61.0.0.2
Stream with tos=0xe8 and throughput = 8Mbit/s towards 61.0.0.2
Stream with tos=0xf0 and throughput = 8Mbit/s towards 61.0.0.2
Stream with tos=0xf8 and throughput = 8Mbit/s towards 61.0.0.2

Execute gsa script from a bash prompt.

= Scenario 2:

0]

0.5Mbit/s towards

Stream with tos=0x00 and throughput
61.0.0.2

Stream with tos=0xe8 and throughput = 0.5Mbit/s towards
61.0.0.2

Stream with tos=0xf0 and throughput
61.0.0.2

Stream with tos=0xf8 and throughput
61.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 3:

0}
0}
0]
0}

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0xe8 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0xf0 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0xf8 and throughput = 5Mbit/s towards 61.0.0.2

= Scenario 4:

0]

0]

(o}

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0xf0 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0xf8 and throughput = 5Mbit/s towards 61.0.0.2
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= Scenario 5:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
o Stream with tos=0xe8 and throughput = 1Mbit/s towards 61.0.0.2
Check with Smartbit statistics if there is traffic drops.
Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 5Mbit/s
o Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0xe8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xf0 is received with a throughput of 1Mbit/s
o Stream with tos=0xf8 is received with a throughput of 1Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xf0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xf8 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s

0 Stream with tos=0xe8 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0xe8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xf0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xf8 is received with a throughput of 1Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xf0 is received with a throughput of 1Mbit/s
o0 Stream with tos=0xf8 is received with a throughput of 1Mbit/s
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= Scenario 5:

o
0}

(0]

Failure level : None.
Remarks : None.

Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 4Mbit/s

Stream with tos=0xe8 is received with a throughput of 1Mbit/s

Test Reference : TB_P1 FUNCT/BWMA/3
Test Purpose : Verify bandwidth management configuration in MESCALS8L.

Procedure : Log to MESCALS81, Configure Smartbit to generate traffic as follows:

= Scenario 1:

0]

0]

0]

0]

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x28 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x30 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x38 and throughput = 5Mbit/s towards 61.0.0.2

Execute gsa script from a bash prompt.

= Scenario 2:

0]

0.5Mbit/s towards

Stream with tos=0x00 and throughput
61.0.0.2

Stream with tos=0x28 and throughput
61.0.0.2

Stream with tos=0x30 and throughput
61.0.0.2

Stream with tos=0x38 and throughput
61.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 3:

0}
0}
o
0]

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x28 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x30 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x38 and throughput = 5Mbit/s towards 61.0.0.2

= Scenario 4:

o
0]
o}

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x30 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x38 and throughput = 5Mbit/s towards 61.0.0.2

= Scenario 5:

0]

(0]

Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
Stream with tos=0x28 and throughput = 5Mbit/s towards 61.0.0.2

Check with Smartbit statistics if there is traffic drops.
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Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
o Stream with tos=0x28 is received with a throughput of 1Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.

= Scenario 3:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s

Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x30 is received with a throughput of 1Mbit/s
0 Stream with tos=0x38 is received with a throughput of 1Mbit/s

Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x28 is received with a throughput of 1Mbit/s
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Failure level : None.
Remarks : None.

Test Reference : TB_P1 FUNCT/BWMA/4
Test Purpose : Verify bandwidth management configuration in MESCALS51.
Procedure : Log to MESCALS51, Configure Smartbit to generate traffic as follows:
= Scenario 1:
o Stream with tos=0x00 and throughput = 8Mbit/s towards 21.0.0.2
0 Stream with tos=0xa8 and throughput = 8Mbit/s towards 21.0.0.2
0 Stream with tos=0xb0 and throughput = 8Mbit/s towards 21.0.0.2
o Stream with tos=0xb8 and throughput = 8Mbit/s towards 21.0.0.2
= Scenario 2:
0 Stream with tos=0x00 and throughput = 8Mbit/s towards 42.0.0.2
o Stream with tos=0xa8 and throughput = 8Mbit/s towards 42.0.0.2
0 Stream with tos=0xb0 and throughput = 8Mbit/s towards 42.0.0.2
0 Stream with tos=0xb8 and throughput = 8Mbit/s towards 42.0.0.2
Execute gsa script from a bash prompt.
= Scenario 3:
0.5Mbit/s towards

0 Stream with tos=0x00 and throughput
21.0.0.2

o Stream with tos=0xa8 and throughput
21.0.0.2

0 Stream with tos=0xb0 and throughput
21.0.0.2

0 Stream with tos=0xb8 and throughput
21.0.0.2

= Scenario 4:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0xa8 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0xb0 and throughput = 5Mbit/s towards 21.0.0.2
o Stream with tos=0xb8 and throughput = 5Mbit/s towards 21.0.0.2
= Scenario 5:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
o Stream with tos=0xb0 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0xb8 and throughput = 5Mbit/s towards 21.0.0.2
= Scenario 6:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 21.0.0.2
0 Stream with tos=0xa8and throughput = 5Mbit/s towards 21.0.0.2
= Scenario 7:

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 293 of 402

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
42.0.0.2

o Stream with tos=0xa8 and throughput
42.0.0.2

0 Stream with tos=0xb0 and throughput
42.0.0.2

0 Stream with tos=0xb8 and throughput
42.0.0.2

= Scenario 8:
o Stream with tos=0x00 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0xa8 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0xb0 and throughput = 7Mbit/s towards 42.0.0.2
o Stream with tos=0xb8 and throughput = 7Mbit/s towards 42.0.0.2
= Scenario 9:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0xb0 and throughput = 7Mbit/s towards 42.0.0.2
o Stream with tos=0xb8 and throughput = 7Mbit/s towards 42.0.0.2
= Scenario 10:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 42.0.0.2
o Stream with tos=0xa8 and throughput = 7Mbit/s towards 42.0.0.2

Check with Smartbit statistics if there is traffic drops.

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb8 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xb0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb8 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
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0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s

Scenario 7: No drop.

Scenario 8:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s
o Stream with tos=0xb0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb8 is received with a throughput of 1Mbit/s

Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0xb0 is received with a throughput of 1Mbit/s
o Stream with tos=0xb8 is received with a throughput of 1Mbit/s

Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: Cancelled.

= Scenario 2: No drop.

= Scenario 3: Cancelled.

= Scenario 4: Cancelled

= Scenario 5: Cancelled

= Scenario 6: Cancelled

= Scenario 7: No drop.

= Scenario 8:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb8 is received with a throughput of 1Mbit/s

= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0xb0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xb8 is received with a throughput of 1Mbit/s
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= Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 6Mbit/s

0 Stream with tos=0xa8 is received with a throughput of 1Mbit/s

Failure level : None.
Remarks : None.

Test Reference : TB_P1 FUNCT/BWMA/5
Test Purpose : Verify bandwidth management configuration in MESCALA43.
Procedure : Log to MESCALA43, Configure Smartbit to generate traffic as follows:
= Scenario 1:
0 Stream with tos=0x00 and throughput = 5Mbit/s towards 61.0.0.2
o Stream with tos=0x88 and throughput = 5Mbit/s towards 61.0.0.2
0 Stream with tos=0x90 and throughput = 5Mbit/s towards 61.0.0.2
0 Stream with tos=0x98 and throughput = 5Mbit/s towards 61.0.0.2
Execute gsa script from a bash prompt.
= Scenario 2:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
61.0.0.2

0 Stream with tos=0x88 and throughput = 0.5Mbit/s towards
61.0.0.2

0 Stream with tos=0x90 and throughput = 0.5Mbit/s towards
61.0.0.2

0 Stream with tos=0x98 and throughput = 0.5Mbit/s towards
61.0.0.2

= Scenario 3:

0 Stream with tos=0x00 and throughput = 10Mbit/s towards
61.0.0.2

0 Stream with tos=0x88 and throughput = 5Mbit/s towards 61.0.0.2

o Stream with tos=0x90 and throughput = 5Mbit/s towards 61.0.0.2

0 Stream with tos=0x98 and throughput = 5Mbit/s towards 61.0.0.2
= Scenario 4:

o Stream with tos=0x00 and throughput = 10Mbit/s towards
61.0.0.2

0 Stream with tos=0x90 and throughput = 5Mbit/s towards 61.0.0.2
0 Stream with tos=0x98 and throughput = 5Mbit/s towards 61.0.0.2
= Scenario 5:

0 Stream with tos=0x00 and throughput = 10Mbit/s towards
61.0.0.2
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0 Stream with tos=0x88 and throughput = 5Mbit/s towards 61.0.0.2
Check with Smartbit statistics if there is traffic drops.

Expected result :

Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 120Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 5:
o0 Received traffic has a throughput of 120Mbit/s
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Failure level
Remarks

0]

0]

: None.
: None.

Page 297 of 402

Stream with tos=0x00 is received with a throughput of 7Mbit/s
Stream with tos=0x88 is received with a throughput of 3Mbit/s

Test Reference
Test Purpose

Procedure

: TB_P1_FUNCT/BWMA/6
: Verify bandwidth management configuration in MESCALA41.
: Log to MESCALA41, Configure Smartbit to generate traffic as follows:

= Scenario 1:

0]

0]

(0]

0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x88 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 31.0.0.2

= Scenario 2:

0}
o
0]
0}

Stream with tos=0x00 and throughput = 7Mbit/s towards 61.0.0.2
Stream with tos=0x88 and throughput = 7Mbit/s towards 61.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 61.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 61.0.0.2

Execute gqsa script from a bash prompt.

= Scenario 3:

(0]

Stream with tos=0x00 and throughput = 0.5Mbit/s towards

= Scenario 4:

o

o
0]
0}

31.0.0.2
Stream with tos=0x88 and throughput = 0.5Mbit/s towards
31.0.0.2
Stream with tos=0x90 and throughput = 0.5Mbit/s towards
31.0.0.2
Stream with tos=0x98 and throughput = 0.5Mbit/s towards
31.0.0.2
Stream with tos=0x00 and throughput = 10Mbit/s towards

31.0.0.2

Stream with tos=0x88 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 31.0.0.2

= Scenario 5:

0]

Stream with tos=0x00 and throughput = 10Mbit/s towards

31.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 31.0.0.2
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= Scenario 6:

0 Stream with tos=0x00 and throughput = 10Mbit/s towards
31.0.0.2

0 Stream with tos=0x88 and throughput = 7Mbit/s towards 31.0.0.2
= Scenario 7:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
61.0.0.2

0 Stream with tos=0x88 and throughput = 0.5Mbit/s towards
61.0.0.2

o Stream with tos=0x90 and throughput = 0.5Mbit/s towards
61.0.0.2

0 Stream with tos=0x98 and throughput = 0.5Mbit/s towards
61.0.0.2

= Scenario 8:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
61.0.0.2

o Stream with tos=0x88 and throughput = 7Mbit/s towards 61.0.0.2

0 Stream with tos=0x90 and throughput = 7Mbit/s towards 61.0.0.2

0 Stream with tos=0x98 and throughput = 7Mbit/s towards 61.0.0.2
= Scenario 9:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
61.0.0.2

0 Stream with tos=0x90 and throughput = 7Mbit/s towards 61.0.0.2
0 Stream with tos=0x98 and throughput = 7Mbit/s towards 61.0.0.2
= Scenario 10:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
61.0.0.2

0 Stream with tos=0x88 and throughput = 7Mbit/s towards 61.0.0.2
Check with Smartbit statistics if there is traffic drops.
Expected result :

= Scenario 1: No drop.

= Scenario 2: No drop.

= Scenario 3:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s

= Scenario 4:
0 Received traffic has a throughput of 7Mbit/s
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0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
o Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
o Stream with tos=0x88 is received with a throughput of 1Mbit/s.
= Scenario 6: No drop.
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 120Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 9:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 4:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
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0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
o Stream with tos=0x88 is received with a throughput of 1Mbit/s.
= Scenario 6: No drop.
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 9:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x90 is received with a throughput of 3Mbit/s
0 Stream with tos=0x98 is received with a throughput of 3Mbit/s
= Scenario 10:
o0 Received traffic has a throughput of 120Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s
0 Stream with tos=0x88 is received with a throughput of 3Mbit/s

Failure level : None.
Remarks : None.

Test Reference : TB_P1 FUNCT/BWMA/7
Test Purpose : Verify bandwidth management configuration in MESCALA42.
Procedure : Log to MESCALA42, Configure Smartbit to generate traffic as follows:
= Scenario 1:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 31.0.0.2
0 Stream with tos=0x88 and throughput = 9Mbit/s towards 31.0.0.2
0 Stream with tos=0x90 and throughput = 9Mbit/s towards 31.0.0.2
o Stream with tos=0x98 and throughput = 9Mbit/s towards 31.0.0.2
= Scenario 2:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 21.0.0.2
o Stream with tos=0x88 and throughput = 9Mbit/s towards 21.0.0.2
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0]

0]

Page 301 of 402

Stream with tos=0x90 and throughput = 9Mbit/s towards 21.0.0.2
Stream with tos=0x98 and throughput = 9Mbit/s towards 21.0.0.2

= Scenario 3:

(0]

0]

0]

0]

Stream with tos=0x00 and throughput = 9Mbit/s towards 51.0.0.2
Stream with tos=0x88 and throughput = 9Mbit/s towards 51.0.0.2
Stream with tos=0x90 and throughput = 9Mbit/s towards 51.0.0.2
Stream with tos=0x98 and throughput = 9Mbit/s towards 51.0.0.2

Execute gsa script from a bash prompt.

= Scenario 4:

(0]

Stream with tos=0x00 and throughput 0.5Mbit/s towards

31.0.0.2

Stream with tos=0x88 and throughput
31.0.0.2

Stream with tos=0x90 and throughput
31.0.0.2

Stream with tos=0x98 and throughput
31.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 5:

o
0]
0}

0]

Stream with tos=0x00 and throughput = 9Mbit/s towards 31.0.0.2
Stream with tos=0x88 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 31.0.0.2

= Scenario 6:

0}
0}
0]

Stream with tos=0x00 and throughput = 9Mbit/s towards 31.0.0.2
Stream with tos=0x90 and throughput = 7Mbit/s towards 31.0.0.2
Stream with tos=0x98 and throughput = 7Mbit/s towards 31.0.0.2

= Scenario 7:

0 Stream with tos=0x00 and throughput = 9Mbit/s towards 31.0.0.2
0 Stream with tos=0x88 and throughput = 7Mbit/s towards 31.0.0.2
= Scenario 8:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
21.0.0.2

0 Stream with tos=0x88 and throughput = 0.5Mbit/s towards
21.0.0.2

0 Stream with tos=0x90 and throughput = 0.5Mbit/s towards
21.0.0.2

0 Stream with tos=0x98 and throughput = 0.5Mbit/s towards
21.0.0.2

= Scenario 9:

o

Stream with tos=0x00 and throughput = 9Mbit/s towards 21.0.0.2
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0 Stream with tos=0x88 and throughput = 7Mbit/s towards 21.0.0.2
0 Stream with tos=0x90 and throughput = 7Mbit/s towards 21.0.0.2
o Stream with tos=0x98 and throughput = 7Mbit/s towards 21.0.0.2
= Scenario 10:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 21.0.0.2
0 Stream with tos=0x90 and throughput = 7Mbit/s towards 21.0.0.2
o Stream with tos=0x98 and throughput = 7Mbit/s towards 21.0.0.2
= Scenario 11:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 21.0.0.2
o Stream with tos=0x88 and throughput = 7Mbit/s towards 21.0.0.2
= Scenario 12:
0.5Mbit/s towards

0 Stream with tos=0x00 and throughput
51.0.0.2

0 Stream with tos=0x88 and throughput
51.0.0.2

0 Stream with tos=0x90 and throughput
51.0.0.2

o0 Stream with tos=0x98 and throughput
51.0.0.2

= Scenario 13:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 51.0.0.2
0 Stream with tos=0x88 and throughput = 7Mbit/s towards 51.0.0.2
0 Stream with tos=0x90 and throughput = 7Mbit/s towards 51.0.0.2
0 Stream with tos=0x98 and throughput = 7Mbit/s towards 51.0.0.2
= Scenario 14:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 51.0.0.2
o Stream with tos=0x90 and throughput = 7Mbit/s towards 51.0.0.2
0 Stream with tos=0x98 and throughput = 7Mbit/s towards 51.0.0.2
= Scenario 15:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 51.0.0.2
0 Stream with tos=0x88 and throughput = 7Mbit/s towards 51.0.0.2

Check with Smartbit statistics if there is traffic drops.

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

Expected result : Following results must be obtained:
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5:

0 Received traffic has a throughput of 7Mbit/s
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Stream with tos=0x00 is received with a throughput of 4Mbit/s
Stream with tos=0x88 is received with a throughput of 1Mbit/s

o O O

Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
= Scenario 12: No drop.
= Scenario 13:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 14:
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Received traffic has a throughput of 7Mbit/s
Stream with tos=0x00 is received with a throughput of 5Mbit/s

o O O

Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 15:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s

= Scenario 10:
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Received traffic has a throughput of 7Mbit/s
Stream with tos=0x00 is received with a throughput of 5Mbit/s

o O O

Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
= Scenario 12: No drop.
= Scenario 13:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 14:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x90 is received with a throughput of 1Mbit/s
0 Stream with tos=0x98 is received with a throughput of 1Mbit/s
= Scenario 15:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x88 is received with a throughput of 1Mbit/s

Failure level : None.
Remarks : None.

Test Reference : TB_P1 FUNCT/BWMA/8
Test Purpose : Verify bandwidth management configuration in MESCAL21.
Procedure : Log to MESCALZ21, Configure Smartbit to generate traffic as follows:
= Scenario 1:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x48 and throughput = 9Mbit/s towards 11.0.0.2
o Stream with tos=0x50 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x58 and throughput = 9Mbit/s towards 11.0.0.2
= Scenario 2:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
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0 Stream with tos=0x48 and throughput = 9Mbit/s towards 42.0.0.2
0 Stream with tos=0x50 and throughput = 9Mbit/s towards 42.0.0.2
o Stream with tos=0x58 and throughput = 9Mbit/s towards 42.0.0.2
= Scenario 3:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 51.0.0.2
0 Stream with tos=0x48 and throughput = 9Mbit/s towards 51.0.0.2
o Stream with tos=0x50 and throughput = 9Mbit/s towards 51.0.0.2
0 Stream with tos=0x58 and throughput = 9Mbit/s towards 51.0.0.2
Execute gsa script from a bash prompt.
= Scenario 4:
0.5Mbit/s towards

0 Stream with tos=0x00 and throughput
11.0.0.2

o Stream with tos=0x48 and throughput
11.0.0.2

0 Stream with tos=0x50 and throughput
11.0.0.2

0 Stream with tos=0x58 and throughput
11.0.0.2

= Scenario 5:
o Stream with tos=0x00 and throughput = 7Mbit/s towards 11.0.0.2
0 Stream with tos=0x48 and throughput = 7Mbit/s towards 11.0.0.2
0 Stream with tos=0x50 and throughput = 7Mbit/s towards 11.0.0.2
o Stream with tos=0x58 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 6:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 11.0.0.2
o Stream with tos=0x50 and throughput = 7Mbit/s towards 11.0.0.2
0 Stream with tos=0x58 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 7:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 11.0.0.2
o Stream with tos=0x48 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 8:

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

0 Stream with tos=0x00 and throughput 0.5Mbit/s towards

42.0.0.2

0 Stream with tos=0x48 and throughput
42.0.0.2

0 Stream with tos=0x50 and throughput
42.0.0.2

0 Stream with tos=0x58 and throughput
42.0.0.2

= Scenario 9:

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards
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o O O

(0]
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Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
Stream with tos=0x48 and throughput = 7Mbit/s towards 42.0.0.2
Stream with tos=0x50 and throughput = 7Mbit/s towards 42.0.0.2
Stream with tos=0x58 and throughput = 7Mbit/s towards 42.0.0.2

= Scenario 10:

0]

0]

0]

Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
Stream with tos=0x50 and throughput = 7Mbit/s towards 42.0.0.2
Stream with tos=0x58 and throughput = 7Mbit/s towards 42.0.0.2

= Scenario 11:

0]
0]

Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
Stream with tos=0x48 and throughput = 7Mbit/s towards 42.0.0.2

= Scenario 12:

o

0.5Mbit/s towards

Stream with tos=0x00 and throughput
51.0.0.2

Stream with tos=0x48 and throughput
51.0.0.2

Stream with tos=0x50 and throughput
51.0.0.2

Stream with tos=0x58 and throughput
51.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 13:

0]

0]

(0]

0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x48 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x50 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x58 and throughput = 7Mbit/s towards 51.0.0.2

= Scenario 14:

0]
0]

0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x50 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x58 and throughput = 7Mbit/s towards 51.0.0.2

= Scenario 15:

0]

(0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 51.0.0.2
Stream with tos=0x48 and throughput = 7Mbit/s towards 51.0.0.2

Check with Smartbit statistics if there is traffic drops.

Expected result :

= Scenario 1: No drop.

= Scenario 2: No drop.

= Scenario 3: No drop.

= Scenario 4: No drop.

= Scenario 5:
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Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 2Mbit/s
Stream with tos=0x48 is received with a throughput of 1Mbit/s

o O O O

Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
o Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 12: No drop.
= Scenario 13:
0 Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 2Mbit/s
Stream with tos=0x48 is received with a throughput of 1Mbit/s
Stream with tos=0x50 is received with a throughput of 1Mbit/s

O O O O

Stream with tos=0x58 is received with a throughput of 1Mbit/s
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= Scenario 14:
0 Received traffic has a throughput of 5Mbit/s
o Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 15:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3: Cancelled.
= Scenario 4: No drop.
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
Stream with tos=0x00 is received with a throughput of 4Mbit/s
Stream with tos=0x48 is received with a throughput of 1Mbit/s
Stream with tos=0x50 is received with a throughput of 1Mbit/s

o O O O

Stream with tos=0x58 is received with a throughput of 1Mbit/s
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Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 12: Cancelled.
= Scenario 13: Cancelled
= Scenario 14: Cancelled
= Scenario 15: Cancelled

Failure level : None.
Remarks : None.

Test Reference : TB_P1 FUNCT/BWMA/9
Test Purpose : Verify bandwidth management configuration in MESCAL31.
Procedure : Log to MESCAL31, Configure Smartbit to generate traffic as follows:
= Scenario 1:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x68 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x70 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x78 and throughput = 9Mbit/s towards 11.0.0.2
= Scenario 2:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
0 Stream with tos=0x68 and throughput = 9Mbit/s towards 42.0.0.2
o Stream with tos=0x70 and throughput = 9Mbit/s towards 42.0.0.2
0 Stream with tos=0x78 and throughput = 9Mbit/s towards 42.0.0.2
= Scenario 3:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 41.0.0.2
0 Stream with tos=0x68 and throughput = 9Mbit/s towards 41.0.0.2
0 Stream with tos=0x70 and throughput = 9Mbit/s towards 41.0.0.2
0 Stream with tos=0x78 and throughput = 9Mbit/s towards 41.0.0.2
Execute gsa script from a bash prompt.
= Scenario 4:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
11.0.0.2

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 311 of 402

0 Stream with tos=0x68 and throughput = 0.5Mbit/s towards

11.0.0.2

o Stream with tos=0x70 and throughput = 0.5Mbit/s towards
11.0.0.2

o Stream with tos=0x78 and throughput = 0.5Mbit/s towards
11.0.0.2

= Scenario 5:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x68 and throughput = 7Mbit/s towards 11.0.0.2
o Stream with tos=0x70 and throughput = 7Mbit/s towards 11.0.0.2
0 Stream with tos=0x78 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 6:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x70 and throughput = 7Mbit/s towards 11.0.0.2
0 Stream with tos=0x78 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 7:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 11.0.0.2
0 Stream with tos=0x68 and throughput = 7Mbit/s towards 11.0.0.2
= Scenario 8:

0 Stream with tos=0x00 and throughput 0.5Mbit/s towards

42.0.0.2

0 Stream with tos=0x68 and throughput
42.0.0.2

0 Stream with tos=0x70 and throughput
42.0.0.2

0 Stream with tos=0x78 and throughput
42.0.0.2

= Scenario 9:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
o Stream with tos=0x68 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0x70 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0x78 and throughput = 7Mbit/s towards 42.0.0.2
= Scenario 10:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
0 Stream with tos=0x70 and throughput = 7Mbit/s towards 42.0.0.2
0 Stream with tos=0x78 and throughput = 7Mbit/s towards 42.0.0.2
= Scenario 11:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 42.0.0.2
0 Stream with tos=0x68 and throughput = 7Mbit/s towards 42.0.0.2
= Scenario 12:

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards
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0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
41.0.0.2

o Stream with tos=0x68 and throughput
41.0.0.2

0 Stream with tos=0x70 and throughput
41.0.0.2

o Stream with tos=0x78 and throughput
41.0.0.2

= Scenario 13:
o Stream with tos=0x00 and throughput = 9Mbit/s towards 41.0.0.2
0 Stream with tos=0x68 and throughput = 7Mbit/s towards 41.0.0.2
0 Stream with tos=0x70 and throughput = 7Mbit/s towards 41.0.0.2
o Stream with tos=0x78 and throughput = 7Mbit/s towards 41.0.0.2

0.5Mbit/s towards

0.5Mbit/s towards

0.5Mbit/s towards

= Scenario 14:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 41.0.0.2
0 Stream with tos=0x70 and throughput = 7Mbit/s towards 41.0.0.2
o Stream with tos=0x78 and throughput = 7Mbit/s towards 41.0.0.2
= Scenario 15:
0 Stream with tos=0x00 and throughput = 9Mbit/s towards 41.0.0.2
o Stream with tos=0x68 and throughput = 7Mbit/s towards 41.0.0.2
Check with Smartbit statistics if there is traffic drops.
Expected result :
= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 5Mbit/s
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0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
o Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 12: No drop.
= Scenario 13:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 14:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 15:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.
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= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4: No drop.
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
o Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 7:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 8: No drop.
= Scenario 9:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 11:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
0 Stream with tos=0x48 is received with a throughput of 1Mbit/s
= Scenario 12: No drop.
= Scenario 13:
0 Received traffic has a throughput of 7Mbit/s

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 315 of 402

Stream with tos=0x00 is received with a throughput of 4Mbit/s
Stream with tos=0x48 is received with a throughput of 1Mbit/s

o O O

Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 14:
0 Received traffic has a throughput of 7Mbit/s
o Stream with tos=0x00 is received with a throughput of 5Mbit/s
0 Stream with tos=0x50 is received with a throughput of 1Mbit/s
0 Stream with tos=0x58 is received with a throughput of 1Mbit/s
= Scenario 15:
0 Received traffic has a throughput of 7Mbit/s
0 Stream with tos=0x00 is received with a throughput of 6Mbit/s
o Stream with tos=0x48 is received with a throughput of 1Mbit/s

Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/BWMA/10
Test Purpose : Verify bandwidth management configuration in MESCALG61.
Procedure : Log to MESCALG61, Configure Smartbit to generate traffic as follows:
= Scenario 1:
o Stream with tos=0x00 and throughput = 7Mbit/s towards 71.0.0.2
0 Stream with tos=0xc8 and throughput = 7Mbit/s towards 71.0.0.2
0 Stream with tos=0xdOand throughput = 7Mbit/s towards 71.0.0.2
0 Stream with tos=0xd8 and throughput = 7Mbit/s towards 71.0.0.2
= Scenario 2:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 81.0.0.2
0 Stream with tos=0xc8 and throughput = 7Mbit/s towards 81.0.0.2
o Stream with tos=0xdOand throughput = 7Mbit/s towards 81.0.0.2
0 Stream with tos=0xd8 and throughput = 7Mbit/s towards 81.0.0.2
Execute gsa script from a bash prompt.
= Scenario 3:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
71.0.0.2

o Stream with tos=0xc8 and throughput
71.0.0.2

0 Stream with tos=0xdOand throughput = 0.5Mbit/s towards
71.0.0.2

0 Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
71.0.0.2

0.5Mbit/s towards
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Expected result :
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= Scenario 4:

0]

0]

0]

0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 71.0.0.2
Stream with tos=0xc8 and throughput = 5Mbit/s towards 71.0.0.2
Stream with tos=0xd0and throughput = 5Mbit/s towards 71.0.0.2
Stream with tos=0xd8 and throughput = 5Mbit/s towards 71.0.0.2

= Scenario 5:

o Stream with tos=0x00 and throughput = 7Mbit/s towards 71.0.0.2
0 Stream with tos=0xdOand throughput = 5Mbit/s towards 71.0.0.2
0 Stream with tos=0xd8 and throughput = 5Mbit/s towards 71.0.0.2
= Scenario 6:
0 Stream with tos=0x00 and throughput = 7Mbit/s towards 71.0.0.2
0 Stream with tos=0xc8 and throughput = 5Mbit/s towards 71.0.0.2
= Scenario 7:
0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
81.0.0.2
0 Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
81.0.0.2
0 Stream with tos=0xdOand throughput = 0.5Mbit/s towards
81.0.0.2
0 Stream with tos=0xd8 and throughput = 0.5Mbit/s towards

81.0.0.2

= Scenario 8:

0]

0]

0]

0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 81.0.0.2
Stream with tos=0xc8 and throughput = 5Mbit/s towards 81.0.0.2
Stream with tos=0xd0and throughput = 5Mbit/s towards 81.0.0.2
Stream with tos=0xd8 and throughput = 5Mbit/s towards 81.0.0.2

= Scenario 9:

o
o
0]

Stream with tos=0x00 and throughput = 7Mbit/s towards 81.0.0.2
Stream with tos=0xd0and throughput = 5Mbit/s towards 81.0.0.2
Stream with tos=0xd8 and throughput = 5Mbit/s towards 81.0.0.2

= Scenario 10:

(o}

(o}

Stream with tos=0x00 and throughput = 7Mbit/s towards 81.0.0.2
Stream with tos=0xc8 and throughput = 5Mbit/s towards 81.0.0.2

Check with Smartbit statistics if there is traffic drops.

= Scenario 1: No drop.

= Scenario 2: No drop.

= Scenario 3: No drop.

= Scenario 4:
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Received traffic has a throughput of 5Mbit/s
Stream with tos=0x00 is received with a throughput of 2Mbit/s
Stream with tos=0xc8 is received with a throughput of 1Mbit/s

o O O O

Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 1Mbit/s
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 9:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
o Stream with tos=0xc8 is received with a throughput of 1Mbit/s.

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
0 Received traffic has a throughput of 5Mbit/s
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Stream with tos=0x00 is received with a throughput of 2Mbit/s
Stream with tos=0xc8 is received with a throughput of 1Mbit/s

o O O

Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 5Mbit/s
o Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
o Stream with tos=0xc8 is received with a throughput of 1Mbit/s
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 2Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 9:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 1Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 1Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 5Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s

0 Stream with tos=0xc8 is received with a throughput of 1Mbit/s

Failure level : None
Remarks : None

Test Reference : TB_P1 FUNCT/BWMA/11

Test Purpose : Verify bandwidth management configuration in MESCALG61.

Procedure : Log to MESCALG61, Configure Smartbit to generate traffic as follows:
= Scenario 1:

o Stream with tos=0x00 and throughput = 12Mbit/s towards
41.0.0.2
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0 Stream with tos=0xc8 and throughput = 5Mbit/s towards 41.0.0.2

0 Stream with tos=0xdOand throughput = 5Mbit/s towards 41.0.0.2

o Stream with tos=0xd8 and throughput = 5Mbit/s towards 41.0.0.2
= Scenario 2:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
43.0.0.2

o Stream with tos=0xc8 and throughput = 5Mbit/s towards 43.0.0.2
0 Stream with tos=0xdOand throughput = 5Mbit/s towards 43.0.0.2
0 Stream with tos=0xd8 and throughput = 5Mbit/s towards 43.0.0.2
Execute gsa script from a bash prompt.
= Scenario 3:

0 Stream with tos=0x00 and throughput = 0.5Mbit/s towards
41.0.0.2

0 Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
41.0.0.2

o Stream with tos=0xdOand throughput = 0.5Mbit/s towards
41.0.0.2

0 Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
41.0.0.2

= Scenario 4:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
41.0.0.2

o Stream with tos=0xc8 and throughput = 5Mbit/s towards 41.0.0.2

0 Stream with tos=0xd0Oand throughput = 5Mbit/s towards 41.0.0.2

0 Stream with tos=0xd8 and throughput = 5Mbit/s towards 41.0.0.2
= Scenario 5:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
41.0.0.2

0 Stream with tos=0xdOand throughput = 5Mbit/s towards 41.0.0.2
o Stream with tos=0xd8 and throughput = 5Mbit/s towards 41.0.0.2
= Scenario 6:

o Stream with tos=0x00 and throughput = 12Mbit/s towards
41.0.0.2

0 Stream with tos=0xc8 and throughput = 8Mbit/s towards 41.0.0.2

= Scenario 7:

0 Stream with tos=0x00 and throughput 0.5Mbit/s towards

43.0.0.2

0 Stream with tos=0xc8 and throughput = 0.5Mbit/s towards
43.0.0.2

o Stream with tos=0xdOand throughput = 0.5Mbit/s towards
43.0.0.2
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Expected result :

0 Stream with tos=0xd8 and throughput = 0.5Mbit/s towards
43.0.0.2

= Scenario 8:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
43.0.0.2

0 Stream with tos=0xc8 and throughput = 5Mbit/s towards 43.0.0.2

o Stream with tos=0xdOand throughput = 5Mbit/s towards 43.0.0.2

0 Stream with tos=0xd8 and throughput = 5Mbit/s towards 43.0.0.2
= Scenario 9:

o Stream with tos=0x00 and throughput = 12Mbit/s towards
43.0.0.2

0 Stream with tos=0xdOand throughput = 5Mbit/s towards 43.0.0.2
o Stream with tos=0xd8 and throughput = 5Mbit/s towards 43.0.0.2
= Scenario 10:

0 Stream with tos=0x00 and throughput = 12Mbit/s towards
43.0.0.2

o Stream with tos=0xc8 and throughput = 5Mbit/s towards 43.0.0.2

Check with Smartbit statistics if there is traffic drops.

= Scenario 1: No drop.
= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
o0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 3Mbit/s
= Scenario 7: No drop.

= Scenario 8:
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Received traffic has a throughput of 10Mbit/s
Stream with tos=0x00 is received with a throughput of 1Mbit/s

Stream with tos=0xc8 is received with a throughput of 3Mbit/s

o O O O

Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 9:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 10:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s

0 Stream with tos=0xc8 is received with a throughput of 3Mbit/s

Execution date : 15/09/04
Result : Obtained results are:
= Scenario 1: No drop.

= Scenario 2: No drop.
= Scenario 3: No drop.
= Scenario 4:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 1Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 5:
0 Received traffic has a throughput of 120Mbit/s
0 Stream with tos=0x00 is received with a throughput of 4Mbit/s
0 Stream with tos=0xd0 is received with a throughput of 3Mbit/s
0 Stream with tos=0xd8 is received with a throughput of 3Mbit/s
= Scenario 6:
0 Received traffic has a throughput of 10Mbit/s
0 Stream with tos=0x00 is received with a throughput of 7Mbit/s
0 Stream with tos=0xc8 is received with a throughput of 3Mbit/s
= Scenario 7: No drop.
= Scenario 8:
0 Received traffic has a throughput of 10Mbit/s
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Stream with tos=0x00 is received with a throughput of 1Mbit/s
Stream with tos=0xc8 is received with a throughput of 3Mbit/s
Stream with tos=0xd0 is received with a throughput of 3Mbit/s
Stream with tos=0xd8 is received with a throughput of 3Mbit/s

= Scenario 9:

0]

0]

0]

0]

Received traffic has a throughput of 10Mbit/s

Stream with tos=0x00 is received with a throughput of 4Mbit/s
Stream with tos=0xd0 is received with a throughput of 3Mbit/s
Stream with tos=0xd8 is received with a throughput of 3Mbit/s

= Scenario 10:

o]
o]
o]

Failure level  : None.

Remarks : None.

10.2Phase 2

The "null" value means no value.

Received traffic has a throughput of 10Mbit/s
Stream with tos=0x00 is received with a throughput of 7Mbit/s
Stream with tos=0xc8 is received with a throughput of 3Mbit/s

10.2.1TB_P2_FUNCT/CMES

Test Reference : TB_P2_FUNCT/CMES/1
Test Purpose : Verify the capability length.

Procedure : Configure MESCAL11 to send the following QoS service capability to MESCAL21
= Groupl
= Group 2

Expected result : The capability length must be set to 2.

Execution date : 22/09/04

Result : The capability length is set to 2.
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M Frame 10 (109 bytes on wire, 109 bytes captured)
H Ethernet 11, Src: 00:d0:b7:21:50:hd, Dst: O0:50:04:48:c3:63
H Internet Protocal, Sec Addr: 1.1.1.5 (1,1,1.5), Dst Addr: 1.1.1.5 (1,1,1,E)
H Transmizsion Control Protocol, Src Port: 53966 (539663, Dst Port: bop (1790, Seq: 2217784803, Ack: 2247019363, Len: 43
B Border Gateway Protocaol
Bl OPEN Messzage
Harker: 16 bytes
Length: 43 buytes
Type: OPEM Message (1)
Verzion: 4
Hy AS: 1
Hold timet 15
BGP identifier: 11.11,11.1
Optional parameters length: 14 buytes
B Optional parameters
Bl Capabilities Advertizement (8 bytes)
Parameter tupe: Capabilitiss (2)
Parameter length: 6 bytes
Bl Hultiprotocol extensions capability (6 bytes)
Capability code: Hultiprotocol extensions (1)
Capability length: 4 bytes
Bl Capability value
fddress family identifiers IPwd (1)
Reserved: 1 byte
Subsequent. address family identifier: Unicast (1)
Bl Capabilities Advertizement (B bytes)
Parameter tupet Capabilitiss (2)
Parameter length: 4 bytes

2 Unknowh capability (4 butes)
Capability code: Private use (123)
Capability length: 2 bytes
Capability walue: Unknown

|

0000 00 50 04 48 3 B2 00 40 b7 21 G0 bd 02 00 45 00 P.H.c.. JIP.LLE,
0010 00 5f el 12 40 00 0L 05 94 Be 01 01 01 05 01 01 ,_,.B, .. sheseess
0020 01 06 d2 ce 00 b3 84 30 bh e2 85 ee cb B2 B0 18 L......0 (...,
0020 16 d0 95 92 00 00 0L 01 08 03 03 fa 54 fe 03 18 L.ivvues vessTaus
0040 dd 44 FF £F FF FF FF £F FF FF FF FF FF FF FF FF 0 Dhsvuns vrvennss
0080 FF FF 00 2b 0L 04 00 01 00 OF Ob Ob Ob 01 02 02 Liiteiis cssssans
O0EQ 0B 01 04 00 01 00 01 02 04 8 1] IOUUUUREN. . . .|

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/2
Test Purpose : Verify the QoS service capability field length.

Procedure : Configure MESCAL11 to send the following QoS service capability to MESCAL21
= Groupl
= Group 2

Expected result : The length of the QoS service capability must be 2 bytes.

Execution date : 22/09/04

Result : The length of the QoS service capability is 2 bytes.
Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/CMES/3
Test Purpose : Verify that Group 1 QoS service capability is supported.
Procedure : Configure MESCAL11 to send a QoS service capability G1 to MESCAL21.

Expected result : QoS service capability field is two bytes. The first byte must be set to OxFF.
Result : The first byte is set to OxFF.
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Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/4
Test Purpose : Verify that Group 2 QoS service capability is supported.
Procedure : Configure MESCAL11 to send a QoS service capability G2 to MESCALZ21.

Expected result : QoS service capability field is two bytes. The second byte is set to OxFF.

Execution date : 22/09/04
Result : The second byte is set to OXFF

H Frame 10 (109 bytes on wire, 109 bytes captured)
Ethernet I, Src: 00:d0:b/:21:50:bd, Dst: 00:50:04:43:c3:63
M Internet Protocol, Sec Adde: 1,1.1.5 (1,1,1,5), Dt Adder: 1,1,1.6 (1,1.1.6)
H Transmizzion Control Protocol. Skc Port: 53966 (52966}, Dst Port: bop (179). Seq: 2217784803, Ack: 2247019262, Len: 43
B Border Gateway Protocol
Bl OPEM Message
Harker: 16 bytes
Length: 43 bytes
Type: OFEN Message (1)
Yersiont 4
My AS: 1
Hold time: 15
BCGP identifier: 11,11,11,1
Optional parameters length: 14 bytes
Bl Optional parameters
Bl Capabilities Advertizement (8 bytes)
Parameter type: Capabilities (2)
Parameter length: B bytes
B Hultiprotocal extensions capability (6 bytes)
Capability code: Multiprotocol extensions (1)
Capability length: 4 butes
Bl Capability walue
fddress family identifier: IPwd (1)
Reserved: 1 byte
Subsequent address family identifier: Unicast (1)
Bl Capabilities Advertizement (6 bytes)
Parameter type: Capabilities (2
Parameter length: 4 buytes
B Unknown capability (4 bytes)
Capability code: Private use (129)
Capability length: 2 buytes

* Unkhown

<]

0000 00 50 04 48 c3 63 00 d0 b7 21 50 bd 08 00 45 00 LP.H,c.. . IP.LLE.
0010 00 5F el 1e 40 00 01 06 94 Be 01 01 01 05 01 01 ._L.Be.. shevesas
0020 01 08 d2 ce 00 b3 84 30 b5 e3 85 ee cb B3 80 18 ... 0000 fhisiCus
0020 16 d0 95 92 00 00 01 01 08 0a 03 fa 54 fe 03 18 L..ovres vaeaTuus
0040 dd 44 FF FF FF £F FF FF FF FF FF FF FF FF FF FF Dhvines vavennss
0080 FF FF 00 2601 04 00 01 00 OF Ob 0b Ob 01 0= 02 L ities veveavss
OOBG 06 01 04 00 01 00 01 02 04 81 02 AsEgy

ft IR

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/CMES/5

Test Purpose : Validate the conformance of QoS information length.

Procedure : Configure MESCAL11 to send BGP UPDATE message with QoS information codes
to MESCAL21.

The following QoS information is to be configured. The value of the QoS Information
length is to be checked with a traffic analyzer:
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Scenario 1: no QoS information

Scenario 2: reserved rate 52

Scenario 3: loss rate 60

Scenario 4: reserved rate 52 and loss rate 60

Scenario 5: minimum one way delay 50 and reserved rate 52

Scenario 6: minimum one way delay 50 and loss rate 60

Scenario 7: minimum one way delay 50, loss rate 60 and reserved rate 52
Scenario 8: minimum one way delay 50, maximum one way delay 150 and
loss rate 60

Scenario 9: minimum one way delay 50, average one way delay 100 and loss
rate 60

Scenario 10: minimum one way delay 50, average one way delay 100 and
reserved rate 52

Scenario 11: minimum one way delay 50, average one way delay 100,
maximum one way delay 150 and loss rate 60

Scenario 12: minimum one way delay 50, average one way delay 100, loss
rate 60 and reserved rate 52

Scenario 13: minimum one way delay 50, maximum one way delay 150,
average one way delay 100, loss rate 60 and reserved rate 52

Scenario 14: minimum one way delay 50, maximum one way delay 150,
average one way delay 100, loss rate 60 and jitter 5

Expected result : QoS information length is one byte field. The value checked within a traffic analyzer
must be set as follows:

Scenario 1: 0
Scenario 2: 1
Scenario 3: 1
Scenario 4: 2
Scenario 5: 2
Scenario 6: 2
Scenario 7: 3
Scenario 8: 3
Scenario 9: 3
Scenario 10: 3
Scenario 11: 4
Scenario 12: 4
Scenario 13: 5
Scenario 14: 5

Execution date : 22/09/04
Result : The value checked within a traffic analyzer are set as follows:

Scenario 1: 0
Scenario 2: 1
Scenario 3: 1
Scenario 4: 2
Scenario 5: 2
Scenario 6: 2
Scenario 7: 3
Scenario 8: 3
Scenario 9: 3
Scenario 10: 3
Scenario 11: 4
Scenario 12: 4
Scenario 13: 5
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Failure level
Remarks

: None
: None

Scenario 14: 5

Test Reference
Test Purpose
Procedure

Expected result : In all Scenario listed above, QoS information field is coded in 4 bits and QoS
information Sub Code is also coded in 4 bits. The values of these fields must be as

Execution date
Result

: TB_P2_FUNCT/CMES/6

: Verify that "Packet Rate QoS Code" and its associated Sub-codes are supported.
. Configure MESCAL11 to send BGP UPDATE message with following QoS

information to MESCAL21:

A traffic analyzer must be launched in the egress of MESCALL11 in order to examine

Scenario 1: loss rate 30

Scenario 2: reserved rate 25

Scenario 3: available rate 25

Scenario 4: loss rate 45 and reserved rate 454

Scenario 5: loss rate 55 and available rate 100

Scenario 6: reserved rate 52 and available rate 100

Scenario 7: loss rate 60, available rate 100 and reserved rate 52

the values of QoS information Codes and QoS information Sub-Codes.

follows depending on the scenarios listed above:

= Scenario 1: QoS information Code = 1, QoS information Sub Code = 3
= Scenario 2: QoS information Code = 1, QoS information Sub Code =1
= Scenario 3: QoS information Code = 1, QoS information Sub Code = 2
= Scenario 4:
0 QoS information Code = 1, QoS information Sub Code = 3
0 QoS information Code = 1, QoS information Sub Code = 1
= Scenario 5:
0 QoS information Code = 1, QoS information Sub Code = 3
0 QoS information Code = 1, QoS information Sub Code = 2
= Scenario 6:
0 QoS information Code = 1, QoS information Sub Code = 1
0 QoS information Code = 1, QoS information Sub Code = 2
= Scenario 7:
0 QoS information Code = 1, QoS information Sub Code = 1
0 QoS information Code = 1, QoS information Sub Code = 2
0 QoS information Code = 1, QoS information Sub Code = 3
: 22/09/04

: Obtained results are as follows:

Scenario 1: QoS information Code = 1, QoS information Sub Code = 3
Scenario 2: QoS information Code = 1, QoS information Sub Code =1
Scenario 3: QoS information Code = 1, QoS information Sub Code = 2

Scenario 4:
0 QoS information Code = 1, QoS information Sub Code = 3
0 QoS information Code = 1, QoS information Sub Code =1
Scenario 5:
0 QoS information Code = 1, QoS information Sub Code = 3
0 QoS information Code = 1, QoS information Sub Code = 2
Scenario 6:
0 QoS information Code =1, QoS information Sub Code = 1
0 QoS information Code = 1, QoS information Sub Code = 2
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= Scenario 7:
0 QoS information Code = 1, QoS information Sub Code = 1
0 QoS information Code = 1, QoS information Sub Code = 2
0 QoS information Code = 1, QoS information Sub Code = 3

H Frame 24 (133 bytes on wire, 139 butes captured)
H Ethernet 11, Sroc: 00:d0:b7:21:50:bd. Dst: 00:50:04:48:c3:63
H Internet Protocol, Sec Adde: 1,.1,1.5 €1,1,1.5), D=t Adde: 1.1.1.6 (1.1.1.5)
H Transmizsion Control Protocol, Src Port: 54343 (54348), Dst Port: bop (1730, Seq: 41232177748, Ack: 4118484133, Len: 73
B Border Gateway Protocol
B UPDATE Message

Marker: 16 bytes

Length: 73 bytes

Type: UPDATE Hessage (2)

Unfeasible routes length: O bytes

Tatal path attribute length: 50 bytes

B Path attributes

B ORIGIM: IGP (4 bytes)

E AS_PATH: 1 (7 bytes)

B NEXT_HOP: 1,1,1.5 (7 bytes)

B COMMUMITIES: 1:1 (7 bytes)

B Unknown (25 bytes)

B Flags: OxcO (Optional. Transitive, Complete)
Type code: Unknown (17)
Length: 22 bytes

<]

0000 00 50 04 48 2 B2 00 d0 b7 21 50 bd 08 00 45 00 LP.H.c., JIP,..E,
0010 00 7d be d3 40 00 0L 06 BE 95 01 01 0L 05 01 01 3. Beus suvrsess
0020 01 0B d4 4c 00 b3 f5c2 b3 14 F5 70 14 el 80 18 .. lesss wastuess
0020 42 20 db 75 00 00 01 01 03 03 03 £fd 0o d3 03 1b  CLilhers suvesers
0040 Bb B FF FF FF FE FEFF FF FF FF FF FF FF FF FF i vivinnns
000 FF FF 00 43 02 00 00 00 32 40 01 01 00 40 02 o4 ,,.I,,., 20,,.B,,

00E0 00 01 40 08 04 00 01 o, Buee iununss
0070 11 00 34 1000
0080

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/CMES/7
Test Purpose : Validate that "One Way Delay QoS Code" and its associated Sub-codes are
supported.

Procedure . Configure MESCAL11 to send BGP UPDATE message with following QoS
information to MESCAL21.
= Scenario 1: minimum one-way delay 50
= Scenario 2: maximum one-way delay 150
= Scenario 3: average one-way delay 100
= Scenario 4: minimum one-way delay 50 and maximum one-way delay 150
= Scenario 5: minimum one-way delay 50 and average one-way delay 100
= Scenario 6: maximum one-way delay 150 and average one-way delay 100
= Scenario 7: minimum one-way delay 50, maximum one-way delay 150 and
average one-way delay 100.

A traffic analyzer must be launched in the egress of MESCAL11 in order to examine
the values that are set in QoS information Code and QoS information Sub-Code.

Expected result: In all Scenario listed above, QoS information field is coded in 4 bits and QoS
information Sub Code is also coded in 4 bits. The values of these fields must be as
follows depending on the scenarios listed above:

= Scenario 1: QoS information Code = 2, QoS information Sub Code = 4
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= Scenario 2: QoS information Code = 2, QoS information Sub Code =5
= Scenario 3: QoS information Code = 2, QoS information Sub Code = 6
= Scenario 4:

0 QoS information Code = 2, QoS information Sub Code =4

0 QoS information Code = 2, QoS information Sub Code =5
= Scenario 5:

0 QoS information Code = 2, QoS information Sub Code = 4

0 QoS information Code = 2, QoS information Sub Code = 6
= Scenario 6:

0 QoS information Code = 2, QoS information Sub Code =5

0 QoS information Code = 2, QoS information Sub Code = 6
= Scenario 7:

0 QoS information Code = 2, QoS information Sub Code = 4

0 QoS information Code = 2, QoS information Sub Code =5

0 QoS information Code = 2, QoS information Sub Code = 6

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: QoS information Code = 2, QoS information Sub Code = 4
= Scenario 2: QoS information Code = 2, QoS information Sub Code = 5
= Scenario 3: QoS information Code = 2, QoS information Sub Code = 6
= Scenario 4:
0 QoS information Code = 2, QoS information Sub Code = 4
0 QoS information Code = 2, QoS information Sub Code =5
= Scenario 5:
0 QoS information Code = 2, QoS information Sub Code = 4
0 QoS information Code = 2, QoS information Sub Code = 6
= Scenario 6:
0 QoS information Code = 2, QoS information Sub Code =5
0 QoS information Code = 2, QoS information Sub Code = 6
= Scenario 7:
0 QoS information Code = 2, QoS information Sub Code = 4
0 QoS information Code = 2, QoS information Sub Code =5
0 QoS information Code = 2, QoS information Sub Code = 6
Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/8
Test Purpose : Validate that "Inter-Packet Delay Variation QoS Code™ and its associated Sub-codes
are supported.

Procedure : Configure MESCAL11 to send BGP UPDATE message with following QoS
information to MESCALZ21.: jitter 5

Expected result : QoS information field is coded in 4 bits and QoS information Sub Code is also coded
in 4 bits. The value of these two fields must be:
= QoS information Code = 3, QoS information Sub Code =0

Execution date : 22/09/04

Result : The value of these two fields are: QoS information Code = 3, QoS information Sub
Code =0

Failure level : None

Remarks : None
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Test Reference : TB_P2 FUNCT/CMES/9

Test Purpose : Validate the QoS information value.

Procedure : Configure MESCAL11 to send BGP UPDATE message with following QoS
information to MESCAL21.

= Scenario 1: minimum one-way delay 50, maximum one-way delay 150 and
average one-way delay 100

Scenario 2: reserved rate 100, available rate 100

Scenario 3: reserved rate 1

Scenario 4: jitter 5

Scenario 5: minimum one-way delay -50, maximum one-way delay -150 and
average one-way delay -100

= Scenario 6: reserved rate -100, available rate -100

A traffic analyzer must be launched in the egress of MESCAL11 in order to examine
the values of QoS information Value field of QoS_NLRI attribute.

Expected result : QoS Information value must be coded in 2 bytes. The value of this field must be as
follows (depending on the scenarios listed above)
= Scenario 1:
0 QoS Information Value =50
0 QoS Information Value = 150
0 QoS Information Value = 100
= Scenario 2:
0 QoS Information Value = 100
0 QoS Information Value = 100
Scenario 3: QoS Information Value = 1
Scenario 4. jitter 5
Scenario 5: Error messages must be returned.
Scenario 6: Error messages must be returned.

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1:
0 QoS Information Value = 50
0 QoS Information Value = 150
0 QoS Information Value = 100
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Frame 20 (129 bytes on wire, 139 bytes captured)
M Ethernet 11, Src: 00:d0:b7:21:50:bd. Dst: (0:50:04:48:c3:63
Internet Protocol, Sec Adde: 1,1,1.5 (1,1,1,5), D=t Adde: 1,1,1,6 (1,1,1,E)
Transmizzion Control Protocol, Src Port: 54465 (54465), Dst Port: bgp (1790, Seq: 421938161, Ack: 411281136, Len: 73
B Border Gateway Protocol
B UPDATE Hessage

Marker: 16 bytes

Length: 73 bytes

Type: UPDATE Message (2)

Unfeasible routes length: O bytes

Total path attribute length: 50 butes

B Path attributes

ORIGIM: IGF (4 hytes)

AS_PATH: 1 (7 bytes)

MEXT_HOF: 1.1,1.5 (7 bytes)

COMMUNITIES: 1:1 (7 bytes)

B Unknown (25 bytes)

B Flags: Oxc0 (Optional. Transitive, Complete)
Type code: Unknown (17)
Length: 22 bytes

Unknown (22

oo GO 04
00 7d &b
ol 06 d4
43 el 95
G4 74 £F
FFFF 00
02 0l o

48 o3
b0 40
el 00
£2 00
FF FF
49 02

B2 00 do
00 01 08
b3 19 26
00 01 01
FF FF FF
00 00 00

50 bd 08
ol 01 01
18 83 a6
03 d e5
Ff FF FF
o1 01 00
03

00 45
08 01
FO 80
97 03
FF FF
40 02

PHae. LIPLLLE,

IS P
.......

L RN

EEE
FEEEE

20,..0,.,

YTy

L ey

1 01 01

= Scenario 2:
0 QoS Information Value = 100
0 QoS Information Value = 100
= Scenario 3: QoS Information Value = 1
= Scenario 4: jitter 5

Frame 26 (133 bytes on wire, 133 bytes captured)
E Ethernet 11, Srci 00:d0:b7:21:80:bd, Dst: O0:G0:04:481c3163
Internet Protocel, Src Addri 1,1,1.5 (1,1,1.5), Dst Addr: 1.1.1.6 (1,1.1.6)
Transmission Control Protocol, Src Port: 54531 (545310, Dst Port: bop (1790, Seq: 723472046, Ack: 718170805, Len: E7
B Border Gateway Protocol
B UPIATE Hessage
Harker: 16 bytes
Lenagth: 67 butes
Type: UFDATE Meszage (2)
Unfeazible routes length: 0O buytes
Total path attribute length: 44 bytes
B Path attributes
B ORIGIN: IGP (4 bytes)
AS_PATH: 1 (7 bytes)
@ NEXT_HOP; 1,1,1,5 (7 bytes)
B COMMUNITIES: 1:1 (7 bytes)
B Unknown 19 bytes)
B Flags: OxcO (Optional, Tramsitive. Complete)
Type code: Unknown (17)
Length: 16 bytes

Unknown (16 butes)

<]

Q000
ooLo
0020
0030
0040
0050
DOED
DOF0
0080

00 50 04
00 7716
01 06 d5
43 eQ 79
d7 92 ff
fF FF 00
02 0L o0
00 01 oo
01 )

48 c3 63 00 dO
OF 40 00 01 05
03 00 b3 2b 1f
47 00 00 01 01
FE P FF £ FF
43 02 00 00 00
01 40 0F 04 0
11 10 HlE

b7
of
4e
(g
ff
2o
(11

05
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Failure level : None
Remarks : None

Scenario 5: "Unknown command" message is returned.
Scenario 6: "Unknown command" message is returned.

Test Reference : TB_P2_FUNCT/CMES/10

Test Purpose : Validate the QoS information codes, sub-codes and values.

Procedure : Configure MESCAL11 to send BGP UPDATE message with following QoS
information to MESCAL21:

available rate 130, average one-way delay 100, jitter 5, loss rate 60, maximum
one-way delay 150, minimum one-way delay 50 and reserved rate 95

A traffic analyzer must be launched in the egress of MESCAL11 in order to examine
the values of QoS information code, sub-codes and value field of QoS_NLRI attribute.

Expected result : The value of the QoS information length field must be 0x07. There must be 7 QoS
Informations each composed of a QoS information code (1 byte), sub-code (1 byte)
and value (2 byte) fields. The following unordered QoS Informations must be
announced:

QoS Information code = 1, QoS Information code = 2, QoS Information value
= 0x0082
QoS Information code = 2, QoS Information code = 6, QoS Information value
= 0x0064
QoS Information code = 3, QoS Information code = 0, QoS Information value
= 0x0005
QoS Information code = 1, QoS Information code = 3, QoS Information value
= 0x003c
QoS Information code = 2, QoS Information code = 5, QoS Information value
= 0x0096
QoS Information code = 2, QoS Information code = 4, QoS Information value
= 0x0032
QoS Information code = 1, QoS Information code = 1, QoS Information value
= 0x005f

Execution date : 22/09/04
Result : The following unordered QoS Informations are announced:

QoS Information code = 1, QoS Information code = 2, QoS Information value
= 0x0082
QoS Information code = 2, QoS Information code = 6, QoS Information value
= 0x0064
QoS Information code = 3, QoS Information code = 0, QoS Information value
= 0x0005
QoS Information code = 1, QoS Information code = 3, QoS Information value
= 0x003c
QoS Information code = 2, QoS Information code = 5, QoS Information value
= 0x0096
QoS Information code = 2, QoS Information code = 4, QoS Information value
= 0x0032
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= QoS Information code = 1, QoS Information code = 1, QoS Information value
= 0x005f

H Frame 20 (151 bytes on wire. 151 bytes captured)
H Ethernet 11, Src: 00:d0:b7:21:50:bd, Dst: 00:50:04:48:03:63
Internet Protocol, Sec Adde: 1,1,1.56 (1,1,1.5). Dst Adde: 1,1.1,6 (1,1,1,6)
B Transmission Contral Protocol, Srec Port: 51956 (51956, Dst Port: bop (1790, Seq: 2781780667, Ack: 2777790318, Len: 95
B Border Gateway Protocol
Bl UPDATE Message
Marker: 1F bytes
Length: 85 bytes
Type: UPDATE Message (2)
Unfeasible routes length: O bytes
Total path attribute length: 62 bytes
Bl Path attributes
B ORIGIN: IGP (4 bytes)
M Flags: 0x40 (lell-known, Tranzitive, Complete)
Type code: ORIGIN (1)
Length: 1 byte
Origin: IGF (0}
B AS_PATH: 1 (7 bytes)
B Flags: 0x40 (lell-known, Transitive, Complete)
Tupe code: AS_PATH (20
Length: 4 bytes
BS path: 1
B MNEXT_HOP: 1,1,1,5 (7 bytes)
B Flags: 0xd0 (Well-known, Tranzitive, Complete)
Tupe code: MEXT_HOP (3]
Length: 4 bytes
Mext hop: 1,1.1.5
Bl COMMUNITIES: 1:1 (7 bytes)
B Flags; OxcO (Optional, Transitive, Complete)
Tupe code: COMMUMITIES ()
Length: 4 bytes
Communities: 1:1
B Unknown (37 bytes)
B Flags: UxcO (Optional, Transitive. Complete)
Type code: Unknown (17)
Length: 34 bytes

Unknown (3

<]

O0E0
QOv0
0080
0030

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/11
Test Purpose : Verify that QoS class identifier can be set to a value that is between 0 and 63.

Procedure . Configure MESCAL11 to send BGP UPDATE messages to MESCALZ21 in the
following meta-QoS-class plans:

= Plan1:0

= Plan2:-1
= Plan 3:25
= Plan4: 63
= Plan5:70
= Plan 6: 55
= Plan7:33

Traffic must be sniffed in the egress of MESCAL11 or in ingress of MESCALZ21 to
verify the value of QoS class identifier in BGP UPDATE messages.
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Expected result : QoS class identifier is coded in one byte and must be set to the value that is indicated

Execution date
Result

Failure level
Remarks

bellow or an error message must be returned to the administrator:
Plan1: 0

Plan 2: An error message must be returned to the administrator
Plan 3: 25

Plan 4: 63

Plan 5: An error message must be returned to the administrator
Plan 6: 55

Plan 7: 33

: 22/09/04
: Obtained results are as follows:
= Plan 1: The QoS class identifier is set to 0.
Plan 2: "Unknown command" message is returned.
Plan 3: The QoS class identifier is set to 25.
Plan 4: The QoS class identifier is set to 63.
Plan 5: "Unknown command" message is returned.
Plan 6: The QoS class identifier is set to 55.
= Plan 7: The QoS class identifier is set to 33.
: None
: None

Test Reference
Test Purpose
Procedure

: TB_P2_FUNCT/CMES/12
: Validate the QoS Origin field.
. Clear the network prefixes announced by MESCAL11. And then make the following
operations:
Configure a route static towards 193.251.128.0/19 via ethl
Add the following command lines in MESCAL11 BGP configuration "network
212.167.0.0/21" and "network 62.42.0.0/16"
Add the following commands “redistribute connected" and
"redistribute static"
Under BGP router configuration, add the following line
Neighbour 1.1.1.6 route-map SetOrigin out
Define this prefix-list:
ip prefix-list testll permit 62.42.0.0/16
ip prefix-list testll deny any
Define this route-map:
route-map SetOrigin permit 10
match ip address prefix-list testll
set origin egp
route-map SetOrigin permit 20

Note that a BGP session must be activated between MESCAL11 and MESCAL12.

Expected result : Execute this CLI command in MESCAL11: "sh ip bgp". The value of the origin

value must be positioned as follows:

For212.167.0.0/21 entry origin must be IGP

For 62.42.0.0/16 entry origin value must be IGP
For1.1.1.0/30 entry origin value must be incomplete
For 193.251.128.0/19 origin value must be incomplete

Execute this CLI command in MESCALZ21: "sh 1p bgp". The value of the origin
value must be positioned as follows:
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For 212.167.0.0/21 entry origin must be IGP
For 62.42.0.0/16 entry origin value must be EGP
For 193.251.128.0/19 origin value must be incomplete

Execution date : 22/09/04

Result : The command "sh ip bgp" in MESCAL11 shows that:
212.167.0.0/21 entry origin is IGP
62.42.0.0/16 entry origin value is IGP
1.1.1.0/30 entry origin value is incomplete
193.251.128.0/19 origin value is incomplete

The command "sh ip bgp"in MESCAL11 shows that:
212.167.0.0/21 entry origin is IGP
62.42.0.0/16 entry origin value is EGP
193.251.128.0/19 origin value is incomplete

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/13
Test Purpose : Check the validity of Address Family Identifier (AFI). For information, the value of
this field could be as follows:

Number Description
0 Reserved
1 IP (IP version 4)
2 IP6 (IP version 6)
3 NSAP
4 HDLC (8-bit multidrop)
5 BBN 1822
6 802
7 E.163
8 E.164 (SMDS, Frame Relay, ATM)
9 F.69 (Telex)
10 X.121 (X.25, Frame Relay)
11 1PX
12 Appletalk
13 Decnet 1V
14 Banyan Vines

65535 Reserved

Procedure : Configuration of MESCAL11 is the same as for the previous test. Launch a traffic
analyzer in MESCAL11. Execute the following command "clear ip bgp *".

Expected result : Within the traffic analyzer, Check the value of AFI field of QoS_NLRI attribute. The
value of AFI must be: 1.

Execution date : 22/09/04
Result : The value of AFI in the QoS_NLRI attribute is 1.
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Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/CMES/14
Test Purpose : Check the validity of Subsequent Address Family Identifier (SAFI). For information,
the value of this field could be as follows:
= 1: Network Layer Reachability Information used for
unicast forwarding

= 2: Network Layer Reachability Information used for
multicast forwarding

= 3: Network Layer Reachability Information used for both
unicast and multicast forwarding

Procedure . Configuration of MESCALL11 is the same as for the previous test. Launch a traffic
analyzer in MESCAL11. Execute the following command "clear ip bgp *".

Expected result : Within the traffic analyzer, Check the value of SAFI field of QoS_NLRI attribute.
The value of this field must be: 1. Multicast is out of scope.

Execution date : 22/09/04

Result : The value of SAFI in the QoS_NLRI attribute is 1.
Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/CMES/15

Test Purpose : Check the validity of Network Address of Next Hop.

Procedure . Configuration of MESCALI11 is the same as for the previous test. Log to
MESCAL21 and execute the following command line "sh ip bgp".

Configure MESCALZ3L1 to send the following network "216.191.64.0/20". Log
to MESCALA41 and execute the following command line "sh ip bgp". Also log to
MESCAL43 and execute the following command line "sh ip bgp". The BGP
session  between  MESCAL31 and MESCAL42 must be  down.

Expected result : When executing the command above in MESCAL21, in Next Hop column, the
following IP address must be present:
For212.167.0.0/21entry1.1.1.5
For62.42.0.0/16entry1.1.1.5
For1.1.1.0/30entry1.1.1.5

When executing the command above in MESCALA41, in Next Hop column, the
following IP address must be present:
For216.191.64.0/20entry 3.3.3.1

When executing the command above in MESCAL43, in Next Hop column, the
following IP address must be present:
For216.191.64.0/20entry 3.3.3.1

Execution date : 22/09/04

Result : When executing the command above in MESCALZ21, in Next Hop column, the
following IP address are present:
For212.167.0.0/21entry1.1.1.5
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Failure level
Remarks

For62.42.0.0/16entry1.1.

1.5
For1.1.1.0/30entry1.1.1.5

When executing the command above in MESCALA41, in Next Hop column, the

following IP address are present:
For216.191.64.0/20entry 3.3.3.1

When executing the command above in MESCALA43, in Next Hop column, the

following IP address is present:
For216.191.64.0/20entry 3.3.3.1

: None
: None

Test Reference
Test Purpose
Procedure

e 193.251.
o 212.167.
e 62.42.0.
e 193.251.

e 193.251.
e 212.167.
e 62.42.0.
e 193.251.

e 193.251.
e 212_167.
e 62.42.0.
e 193.251.

e 193.251.
e 212.167.
e 62.42.0.
e 193.251.

Expected result : With the traffic analyzer, we must visualize the following results according to the

e Scenario 1: Only one QoS_NLRI message is sent to MESCAL21. The NLRI field contains the
prefixes: 193.251.0/19, 212.167.0.0/21, 62.42.0.0/16

following

193.251.

: TB_P2_FUNCT/CMES/16
. Verify the conformance of NLRI field.
: Log to MESCAL11 and define three local-QoS-classes for MESCAL11.

Scenario 1: Add the following commands:
128.0/19 local-gos-class 0
0.0/21 local-gos-class O
0/16 local-gos-class O
240.0/20 local-qos-class 0O

Scenario 2: Add the following commands:
128.0/19 local-gos-class 1
0.0/21 local-qos-class 1
0/16 local-gos-class 1
240.0/20 local-qos-class 1

Scenario 3: Add the following commands:
128.0/19 local-gos-class 0 1 2
0.0/21 local-qos-class 0 1 2
0/16 local-gqos-class 0 1 2
240.0/20 local-gos-class 0 1 2

Scenario 4: Add the following commands:
128.0/19 local-gos-class O
0.0/21 local-qos-class 1 2
0/16 local-qgos-class 2
240.0/20 local-qos-class 0 1

A traffic analyser must be launched in MESCAL11 and capture the traffic that is sent

in interface used to connect to MESCALZ21.

Scenario we are studing:

240.0/20.
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Scenario 2: Only one QoS_NLRI message is sent to MESCAL21. The NLRI field contains the
following prefixes: 193.251.0/19, 212.167.0.0/21, 62.42.0.0/16 and
193.251.240.0/20.
Scenario 3: Three QoS_NLRI messages are sent to MESCAL21. The NLRI field of each
QoS_NLRI message contains the following prefixes: 193.251.0/19, 212.167.0.0/21,
62.42.0.0/16 and 193.251.240.0/20.
Scenario 4: Three QoS_NLRI messages are sent to MESCAL21.
0 The NLRI field of the first message contains 193.251.0/19 and
193.251.240.0/20.
0 The NLRI field of the second message contains 212.167.0.0/21
and 62.42.0.0/16.
0 The NLRI field of the third message contains 212.167.0.0/21
and 193.251.240.0/20.

Execution date : 22/09/04
Result : Obtained results are as follows:

Scenario 1: Only one QoS_NLRI message is sent to MESCALZ21. The NLRI field contains the
following  prefixes: 193.251.0/19, 212.167.0.0/21, 62.42.0.0/16 and
193.251.240.0/20.

Scenario 2: Only one QoS_NLRI message is sent to MESCAL21. The NLRI field contains the
following prefixes: 193.251.0/19, 212.167.0.0/21, 62.42.0.0/16 and
193.251.240.0/20.

B Border Gateway Protocol
B UPDHTE Hessage

Marker: 1B buytes

Length: 76 bytes

Type: UPDATE Message (2)

Infeazible routes length: O bytes

Total path attribute length: 53 buytes

B Path attributes

ORIGIN: IGP (4 bytes)

AS_PATH: 1 (7 bytes)

MEXT_HOP: 1,1,1.5 (7 bytes)

COMMUMITIES: 1:1 (7 bytes)

B Unknown (28 bytes)

B Flags: Oxc (Optional, Transitive, Complete)

Tupe code: Unknown (170
Length: 20 bytes

Unknown 25 buytes]

ooo 00 50 04 48 3 62 00 d0 b7 21 50 bd 0F 00 45 00 P.H.c.. JIPLLLE,
Q010 00 B0 82 c3 40 00 0L 06 £2 &3 01 01 01 05 01 01 L. iBas vviiisas
0020 0L 06 00 b3 d9 Baed Da 7 Bd 5 21 Bb Oc B0 18 ... oma [N
0020 16 a0 de cc 00 00 0L 01 08 0a 04 15 76 OF 03 33, Me..ve oue W3
0040 4 cd £f FF FF FF FF FFOFF FF FF FF FF FE FF FF e cvrrnsas
O0B0 FF FF 00 4c 02 00 00 00 30 40 01 01 00 40 02 04, .L,... 58,,.8,,
QOB 02 01 00 01 40 02 04 01 01 01 05 cO 03 04 00 01 L, 0., ooiuusas
PRV ORI RO 15 00 00 01 01 01 01 01 05 10

Fe 2a 10 d4 aF o
Scenario 3: Three QoS_NLRI messages are sent to MESCAL21. The NLRI field of each
QoS_NLRI message contains the following prefixes: 193.251.0/19, 212.167.0.0/21,
62.42.0.0/16 and 193.251.240.0/20.

Scenario 4: Three QoS_NLRI messages are sent to MESCAL21.

e The NLRI field of the first message contains 193.251.0/19 and
193.251.240.0/20.
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Failure level
Remarks

e The NLRI field of the second message contains 212.167.0.0/21
and 62.42.0.0/16.

e The NLRI field of the third message contains 212.167.0.0/21
and 193.251.240.0/20.

: None
: None

10.2.2TB_P2_FUNCT/DSCP

Test Reference : TB_P2_FUNCT/DSCP/1

Test Purpose

Procedure

: Validate that egress DSCP swapping operation is correctly achieved when receiving
BGP UPDATE messages.

: Configure MESCAL11'qg-BGP process to be instantiated in the local QoS classes
bellow:
= LgcO.dscp=0

Lqgcl.dscp =10

Lqc2.dscp =12

Lgc3.dscp = 14

Lqc4.dscp = 26

Lqc5.dscp =13

Lqc6.dscp = 63

In addition, the following mapping between local QoS classes and meta-QoS-classes
is also configured in MESCAL11:

= Qismappedto0

= 10 is mapped to 26

= 12 is mapped to 28

= 14 is mapped to 30

MESCAL11 Network prefixes are to be announced to MESCALZ21 in the local QoS
classes as specified bellow:

Scenario 1: 193.251.128.0/19 is to be announced in IgcO

Scenario 2: 193.251.128.0/19 is to be announced in Igc0, Iqcl, lgc2 and lgc3
Scenario 3: 193.251.128.0/19 is to be announced in Igc0, Igc4, Igc5 and lgcé
Scenario 4: 193.251.128.0/19 is to be announced in Igc0, Igcl, Igc2 and lqcé

A traffic analyzer must be used in the egress of MESCAL11 in order to verify the
value carried in g-BGP UPDATE messages.

Expected result : In egress of MESCAL11, QoS class identifier of QoS_NLRI attribute must be set to

the value that is listed below:
= Scenario 1: QoS_NLRI message must have a QoS class identifier set to 0 for
the prefix 193.251.128.0/19
= Scenario 2. Four g-BGP UPDATE messages for the prefix
193.251.128.0/19 must be sent to MESCAL21 with different
QoS_NLRI attributes. QoS class identifier of the first g-BGP UPDATE
message is set to 0. QoS class identifier of the second gq-BGP UPDATE
message is set to 26. QoS class identifier of the third g-BGP UPDATE
message is set to 28 and QoS class identifier of the fourth g-BGP UPDATE
message is set to 30.
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Scenario 3. Only one g-BGP UPDATE message for the prefix
193.251.128.0/19 must be sent to MESCAL21. QoS class identifier
value in QoS_NLRI attribute is 0.

Scenario 4: Three ¢-BGP UPDATE messages for the prefix
193.251.128.0/19 must be sent to MESCAL21 with different
QoS_NLRI attributes. QoS class identifier of the first g-BGP UPDATE
message is set to 0. QoS class identifier of the second gq-BGP UPDATE
message is set to 26. QoS class identifier of the third g-BGP UPDATE
message is set to 28.

Execution date : 22/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

- None
: None

Scenario 1: QoS_NLRI message has a QoS class identifier set to O for the
prefix 193.251.128.0/19

Scenario 2: Four g-BGP UPDATE messages for the prefix
193.251.128.0/19 are sent to MESCAL21 with different QoS_NLRI
attributes. QoS class identifier of the first g-BGP UPDATE message is set to
0. QoS class identifier of the second q-BGP UPDATE message is set to 26.
QoS class identifier of the third g-BGP UPDATE message is set to 28 and
QoS class identifier of the fourth g-BGP UPDATE message is set to 30.
Scenario 3: Only one g-BGP UPDATE message for the prefix
193.251.128.0/19 is sent to MESCAL21. QoS class identifier value in
QoS_NLRI attribute is 0.

Scenario 4: Three g-BGP UPDATE messages for the prefix
193.251.128.0/19 are sent to MESCAL21 with different QoS_NLRI
attributes. QoS class identifier of the first g-BGP UPDATE message is set to
0. QoS class identifier of the second q-BGP UPDATE message is set to 26.
QoS class identifier of the third g-BGP UPDATE message is set to 28.

Test Reference : TB_P2_FUNCT/DSCP/2
: Validate that ingress DSCP swapping operation is correctly achieved when receiving
BGP UPDATE messages.

Test Purpose

Procedure

: Configure MESCAL21'q-BGP process to be instantiated in the local QoS classes

bellow:

LgcO.dscp=0

Lqgcl.dscp =18
Lgc2.dscp =20
Lqc3.dscp = 22
Lqc4.dscp = 26
Lqch.dscp =13
Lqc6.dscp = 63

Configure MESCAL11'g-BGP process to be instantiated in the local QoS classes

bellow:

LgcO.dscp=0

Lqgcl.dscp =26
Lgc2.dscp = 28
Lgc3.dscp =30
Lgcd.dscp = 44
Lqc5.dscp = 63
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= Lgc6.dscp =55
The following mapping between local QoS classes and meta-QoS-classes is also
configured in MESCAL21:

= Qismappedto0

= 18 is mapped to 26

= 20 is mapped to 28

= 22 is mapped to 30

Network prefixes are to be announced to MESCAL21 in the local QoS classes as
specified bellow:
= Scenario 1: 193.251.128.0/19 is to be announced in IgcO
= Scenario 2: 193.251.128.0/19 is to be announced in Igc0, Igcl, Igc2
and lqc3
= Scenario 3: 193.251.128.0/19 is to be announced in lqc4, lqc5 and Iqc6
= Scenario 4: 193.251.128.0/19 is to be announced in Iqcl, Igc2, Iqc3
and lgc6

A traffic analyzer must be used in the egress of MESCAL11 in order to verify the
value carried in q-BGP UPDATE messages.

In MESCAL21, the following 'sh ip route'or'sh 1p bgp' commands must be
executed in order to verify the existence of the network prefix announced by
MESCALL11 in the appropriate local QoS class.

Expected result: when executing the 'sh  @p route' command in MESCAL21, the
193.251.128.0/19 entry must be in the appropriate local QoS class.
= Scenario 1: The prefix 193.251.128.0/19 exists only in the local QoS
class 0
= Scenario 2: The prefix 193.251.128.0/19 exists in the following local-
QoS-class planes:

o Lqgc0=0
O Lgcl=18
o0 Lgc2=20
0 Lqc3=22
= Scenario 3: The prefix 193.251.128.0/19 does not exist in any local
QoS class

= Scenario 4: The prefix 193.251.128.0/19 exists in the following local-
QoS-class planes:

o Lgcl=18
o Lqgc2=20
0 Lgc3=22
Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: The prefix 193.251.128.0/19 exists only in the local QoS
class 0

= Scenario 2: The prefix 193.251.128.0/19 exists only in the following
local-QoS-class planes:

0 LgcO=0
O Lgcl=18
0 Lqc2=20
0 Lqgc3=22
= Scenario 3: The prefix 193.251.128.0/19 does not exist in any local
QoS class
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= Scenario 4: The prefix 193.251.128.0/19 exists only in the following
local-QoS-class planes:

0 Lqcl=18
o0 Lgc2=20
0 Lgc3=22

MESCALZ21# sh ip bgp

No BGP network in the local-gos-class 0 exists

BGP table wersion is 0, local router ID is 21.21.21.1

Status codes: s suppressed, d damped, h history, p stale, * valid, » best, i - internal
Origin codes: 1 - IGP, & - EGP, ? - incomplete

local-gos-class 1 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight Path
*» 1893.251.128.0/19 18 1.1.1.5 v] 11
Total number of prefixes in the local-gos-class 1 : 1
local-qos-class 2 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight Path
*» 193.251.128.0/19 20 1.1.1.5 0 1i
Total number of prefixes in the local-gos-class 2 : 1
local-gos-class 3 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight Path
*x 193.251.128.0/19 22 1.1.1.5 i) 11
Total number of prefixes in the local-gos-class 3 : 1
No BGP network in the local-gos-class 4 exists

Mo BGP network in the local-gos-class 5 exists
Mo BGP network in the local-gos-class 6 exists

Failure level : None
Remarks : None

10.2.3TB_P2_FUNCT/QCMP

Conformance status is optional for all attributes in the following tests.

Test Reference : TB_P2_FUNCT/QCMP/1
Test Purpose
Check that the reserved-rate QoS parameter is correctly computed by the receiving
ASBR.
Procedure :
Establish a pSLS between AS1 and AS2 for exchanging MCL1 traffic. Successively
carry out the following elementary tests with the following parameters values:
A - Set I-QC11.reserved-rate = 500 and I-QC21.reserved-rate = 250.
B - Set I-QC11.reserved-rate = 250 and I-QC21.reserved-rate = 500.
C - Set I-QC11.reserved-rate = 0 and I-QC21.reserved-rate = 250.
D - Set I-QC11.reserved-rate = 500 and I-QC21.reserved-rate = 0.
E - Set I-QC11.reserved-rate = 65535 and I-QC21.reserved-rate = 250.
F - Set I-QC11.reserved-rate = 500 and I-QC21.reserved-rate = 65535.
G - Set I-QC11.reserved-rate = 65535 and I-QC21.reserved-rate = 65535.
H - Set I-QC11.reserved-rate = 0 and I-QC21.reserved-rate = 65535.
| - Set I-QC11.reserved-rate = null and I-QC21.reserved-rate = 500.
J - Set I-QC11.reserved-rate = 500 and I-QC21.reserved-rate = null.
K - Set I-QC11.reserved-rate = null and I-QC21.reserved-rate = null.
All other QoS parameters are un-valued. Configure g-BGP so that AS2 announces
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network 194.52.168.0/21. Note on AS1 the value of the computed reserved-rate QoS
parameter for this network.

Expected result :

Execution date
Result

Failure level
Remarks

A - reserved-rate = 250
B - reserved-rate = 250
C - reserved-rate =0

D - reserved-rate = 0

E - reserved-rate = 250
F - reserved-rate = 500
G - reserved-rate = 65535
H - reserved-rate = 0

| - reserved-rate = null
J - reserved-rate = null
K - reserved-rate = null

: 22/09/04

: Obtained results are as follows:
A - reserved-rate = 250

B - reserved-rate = 250

C - reserved-rate = 0

D - reserved-rate = 0

E - reserved-rate = 250

F - reserved-rate = 500

G - reserved-rate = 65535
H - reserved-rate = 0

| - reserved-rate = null

J - reserved-rate = null

K - reserved-rate = null

: None
: None

Test Reference
Test Purpose

Procedure

: TB_P2_FUNCT/QCMP/2
Check that invalid reserved-rate values are rejected by the command-line interface.

Specify the following invalid values on AS1:

A - Set [-QC11.reserved-rate = 65736

B - Set I-QC11.reserved-rate = 99999999999999999
C - Set I-QC11.reserved-rate = -1

D - Set I-QC11.reserved-rate = -65736

E - Set I-QC11.reserved-rate = string

F - Set I-QC11.reserved-rate = 1string

Expected result :

Execution date
Result

Failure level
Remarks

All the above values must be rejected by the command-line interface.

: 22/09/04

: All the above values are rejected by the command-line interface.
: None

: None

Test Reference

: TB_P2_FUNCT/QCMP/3
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Test Purpose
Check that the available-rate QoS parameter is correctly computed by the receiving
ASBR.
Procedure :
Establish a pSLS between AS1 and AS2 for exchanging MCL1 traffic. Successively
carry out the following elementary tests with the following parameters values:
A - Set [-QC11.available-rate = 500 and I-QC21.available-rate = 250.
B - Set I-QC11.available-rate = 250 and I-QC21.available-rate = 500.
C - Set I-QC11.available-rate = 0 and I-QC21.available-rate = 250.
D - Set I-QC11.available-rate = 500 and I-QC21.available-rate = 0.
E - Set I-QC11.available-rate = 65535 and I-QC21.available-rate = 250.
F - Set I-QC11.available-rate = 500 and I-QC21.available-rate = 65535.
G - Set I-QC11.available-rate = 65535 and I-QC21.available-rate = 65535.
H - Set I-QC11.available-rate = 0 and I-QC21.available-rate = 65535.
| - Set I-QC11.available-rate = null and I-QC21.available-rate = 500.
J - Set I-QC11.available-rate = 500 and I-QC21.available-rate = null.
K - Set I-QC11.available-rate = null and I-QC21.available-rate = null.
All other QoS parameters are un-valued. Configure g-BGP so that AS2 announces
network 194.52.168.0/21. Note on AS1 the value of the computed available-rate QoS
parameter for this network.
Expected result :
A - available-rate = 250
B - available-rate = 250
C - available-rate = 0
D - available-rate = 0
E - available-rate = 250
F - available-rate = 500
G - available-rate = 65535
H - available-rate = 0
| - available-rate = null
J - available-rate = null
K - available-rate = null

Execution date : 22/09/04
Result : Obtained results are as follows:
A - available-rate = 250
B - available-rate = 250
C - available-rate =0
D - available-rate = 0
E - available-rate = 250
F - available-rate = 500
G - available-rate = 65535
H - available-rate = 0
| - available-rate = null
J - available-rate = null
K - available-rate = null

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/QCMP/4
Test Purpose
Check that invalid available-rate values are rejected by the command-line interface.
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Procedure

Specify the following invalid values on AS1:

A - Set [-QC11.available-rate = 65736

B - Set I-QC11.available-rate = 99999999999999999
C - Set I-QC11.available-rate = -1

D - Set I-QC11.available-rate = -65736

E - Set I-QC11.available-rate = string

F - Set I-QC11.available-rate = 1string

Expected result :

Execution date :

Result
Failure level
Remarks

All the above values must be rejected by the command-line interface.

22/09/04

: All the above values are rejected by the command-line interface.
: None

 None

Test Reference
Test Purpose

Procedure

: TB_P2_FUNCT/QCMP/5

Check that the min-owd (minimum one-way-delay) QoS parameter is correctly
computed by the receiving ASBR.

Establish a pSLS between AS1 and AS2 for exchanging MC1 traffic. Successively
carry out the following elementary tests with the following parameters values:

A - Set I-QC11.min-owd = 500 and I-QC21.min-owd = 250.

B - Set I-QC11.min-owd = 250 and I-QC21.min-owd = 500.

C - Set I-QC11.min-owd = 0 and I-QC21.min-owd = 250.

D - Set I-QC11.min-owd = 500 and I-QC21.min-owd = 0.

E - Set I-QC11.min-owd = 65535 and I-QC21.min-owd = 250.

F - Set I-QC11.min-owd = 500 and I-QC21.min-owd = 65535.

G - Set I-QC11.min-owd = 65535 and I-QC21.min-owd = 65535.

H - Set I-QC11.min-owd = 0 and I-QC21.min-owd = 65535.

I - Set I-QC11.min-owd = null and I-QC21.min-owd = 500.

J - Set I-QC11.min-owd = 500 and I-QC21.min-owd = null.

K - Set I-QC11.min-owd = null and 1-QC21.min-owd = null.

All other QoS parameters are un-valued. Configure g-BGP so that AS2 announces
network 194.52.168.0/21. Note on AS1 the value of the computed min-owd QoS
parameter for this network.

Expected result :

Execution date
Result

A - min-owd = 750

B - min-owd = 750

C - min-owd = 250

D - min-owd = 500

E - min-owd = 65535
F - min-owd = 65535
G - min-owd = 65535
H - min-owd = 65535
I - min-owd = null

J - min-owd = null

K - min-owd = null

: 22/09/04

: Obtained results are as follows:
A - min-owd = 750

B - min-owd = 750
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Failure level
Remarks

C - min-owd = 250

D - min-owd = 500

E - min-owd = 65535
F - min-owd = 65535
G - min-owd = 65535
H - min-owd = 65535
I - min-owd = null

J - min-owd = null

K - min-owd = null

: None

: None

Test Reference
Test Purpose

Procedure

: TB_P2_FUNCT/QCMP/6
Check that invalid min-owd values are rejected but the command-line interface.

Specify the following invalid values on AS1:

A - Set [-QC11.min-owd = 65736

B - Set I-QC11.min-owd = 99999999999999999
C - Set I-QC11.min-owd = -1

D - Set I-QC11.min-owd = -65736

E - Set I-QC11.min-owd = string

F - Set I-QC11.min-owd = 1string

Expected result :

Execution date
Result

Failure level
Remarks

All the above values must be rejected by the command-line interface.

: 22/09/04

: All the above values are rejected by the command-line interface.
: None

- None

Test Reference
Test Purpose

Procedure

- TB_P2_FUNCT/QCMP/7

Check that the max-owd (maximum one-way-delay) QoS parameter is correctly
computed by the receiving ASBR.

Same procedure as TB_P2_FUNCT/QCMP/5. Replace min-owd by max-owd.

Expected result :

Execution date
Result

A - max-owd = 750

B - max-owd = 750

C - max-owd = 250

D - max-owd = 500

E - max-owd = 65535
F - max-owd = 65535
G - max-owd = 65535
H - max-owd = 65535
I - max-owd = null

J - max-owd = null

K - max-owd = null

: 22/09/04

: Obtained results are as follows:
A - max-owd = 750

B - max-owd = 750
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C - max-owd = 250

D - max-owd = 500

E - max-owd = 65535
F - max-owd = 65535
G - max-owd = 65535
H - max-owd = 65535
I - max-owd = null

J - max-owd = null

K - max-owd = null

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/QCMP/8
Test Purpose

Check that invalid max-owd values are rejected by the command-line interface.
Procedure :

Same procedure as TB_P2_FUNCT/QCMP/6. Replace min-owd by max-owd.
Expected result :

All the above values must be rejected by the command-line interface.

Execution date : 22/09/04

Result . All the above values are rejected by the command-line interface.
Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/QCMP/9
Test Purpose
Check that the average-owd (average one-way-delay) QoS parameter is correctly
computed by the receiving ASBR.
Procedure :

Same procedure as TB_P2_FUNCT/QCMP/5. Replace min-owd by average-owd.
Expected result :

A - average-owd = 750

B - average -owd = 750

C - average -owd = 250

D - average -owd = 500

E - average -owd = 65535

F - average -owd = 65535

G - average -owd = 65535

H - average -owd = 65535

| - average -owd = null

J - average -owd = null

K - average -owd = null

Execution date : 22/09/04
Result : Obtained results are as follows:
A - average-owd = 750
B - average -owd = 750
C - average -owd = 250
D - average -owd = 500
E - average -owd = 65535
F - average -owd = 65535
G - average -owd = 65535
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H - average -owd = 65535
| - average -owd = null

J - average -owd = null

K - average -owd = null

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/QCMP/10
Test Purpose

Check that invalid average-owd values are rejected by the command-line interface.
Procedure :

Same procedure as TB_P2_FUNCT/QCMP/6. Replace min-owd by average-owd.
Expected result :

All the above values must be rejected by the command-line interface.

Execution date : 22/09/04

Result . All the above values are rejected by the command-line interface.
Failure level  : None
Remarks : None

Test Reference : TB_P2_FUNCT/QCMP/11
Test Purpose
Check that the loss-rate QoS parameter is correctly computed by the receiving ASBR.
Procedure :
Establish a pSLS between AS1 and AS2 for exchanging MC1 traffic. Successively
carry out the following elementary tests with the following parameters values:
A - Set I-QC11.loss-rate = 500 and I-QC21.loss-rate = 250.
B - Set I-QC11.loss-rate = 250 and I-QC21.loss-rate = 500.
C - Set I-QC11.loss-rate = 0 and 1-QC21.loss-rate = 250.
D - Set I-QC11.loss-rate = 500 and 1-QC21.loss-rate = 0.
E - Set I-QC11.loss-rate = 65535 and I-QC21.loss-rate = 250.
F - Set I-QC11.loss-rate = 500 and 1-QC21.loss-rate = 65535.
G - Set I-QC11.loss-rate = 65535 and I-QC21.loss-rate = 65535.
H - Set I-QC11.loss-rate = 0 and I-QC21.loss-rate = 65535.
I - Set I-QC11.loss-rate = null and I-QC21.loss-rate = 500.
J - Set I-QC11.loss-rate = 500 and I-QC21.loss-rate = null.
K - Set I-QC11.loss-rate = null and I-QC21.loss-rate = null.
All other QoS parameters are un-valued. Configure g-BGP so that AS2 announces
network 194.52.168.0/21. Note on ASL1 the value of the computed loss-rate QoS
parameter for this network.
A loss-rate = 1 means 0.001%
Expected result :
A - loss-rate = 748 or 749 depending on the round-off
B - loss-rate = 748 or 749 depending on the round-off
C - loss-rate = 250
D - loss-rate = 500
E - loss-rate = 65535
F - loss-rate = 65535
G - loss-rate = 65535
H - loss-rate = 65535
| - loss-rate = null
J - loss-rate = null
K - loss-rate = null
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Execution date : 22/09/04

Result : Obtained results are as follows:
A - loss-rate = 748
B - loss-rate = 748
C - loss-rate = 250
D - loss-rate = 500
E - loss-rate = 65535
F - loss-rate = 65535
G - loss-rate = 65535
H - loss-rate = 65535
| - loss-rate = null
J - loss-rate = null
K - loss-rate = null

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/QCMP/12
Test Purpose
Check that invalid loss-rate values are rejected by the command-line interface.
Procedure
Specify the following invalid values on AS1:
A - Set I-QC11.loss-rate to 65736
B - Set I-QC11.loss-rate to 99999999999999999
C - Set I-QC11.loss-rate to -1
D - Set I-QC11.loss-rate to -65736
E - Set I-QC11.loss-rate to string
F - Set I-QC11.loss-rate to 1string
Expected result :
All the above values must be rejected by the command-line interface.

Execution date : 22/09/04

Result . All the above values are rejected by the command-line interface.
Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/QCMP/13
Test Purpose
Check that the jitter QoS parameter is correctly computed by the receiving ASBR.
Procedure :

Establish a pSLS between AS1 and AS2 for exchanging MC1 traffic. Successively

carry out the following elementary tests with the following parameters values:

A - Set I-QC11.jitter = 500 and I-QC21.jitter = 250.

B - Set I-QC11 jitter = 250 and I-QC21.jitter = 500.

C - Set I-QC11.jitter = 0 and 1-QC21 jitter = 250.

D - Set I-QC11 jitter = 500 and I-QC21 jitter = 0.

E - Set I-QC11.jitter = 65535 and I-QC21.jitter = 250.

F - Set I-QC11.jitter = 500 and I-QC21.jitter = 65535.

G - Set I-QC11.jitter = 65535 and 1-QC21.jitter = 65535.

H - Set I-QC11.jitter = 0 and 1-QC21.jitter = 65535.

I - Set I-QC11.jitter = null and 1-QC21.jitter = 500.

J - Set I-QC11. jitter = 500 and I-QC21.jitter = null.

K - Set I-QC11.jitter = null and I-QC21.jitter = null.
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All other QoS parameters are un-valued. Configure g-BGP so that AS2 announces
network 194.52.168.0/21. Note on AS1 the value of the computed jitter QoS
parameter for this network.

Expected result :

Execution date :
Result :

Failure level
Remarks :

A - jitter = 750

B - jitter = 750

C - jitter = 250

D - jitter =500

E - jitter = 65535
F - jitter = 65535
G - jitter = 65535
H - jitter = 65535
| - jitter = null

J - jitter = null

K - jitter = null

22/09/04

Obtained results are as follows:
o A -jitter =750

B - jitter = 750

C - jitter =250

D - jitter = 500

E - jitter = 65535

F - jitter = 65535

G - jitter = 65535

H - jitter = 65535

| - jitter = null

J - jitter = null

K - jitter = null

None
None

Test Reference :
Test Purpose

TB_P2_FUNCT/QCMP/14

Check that invalid jitter values are rejected by the command-line interface.

Procedure

Specify the following invalid values on AS1:

Expected result :

All the above values must be rejected by the command-line interface.

Execution date :
Result
Failure level
Remarks

e A-Setl-QC11 jitter = 65736

B - Set I-QC11.jitter = 99999999999999999
C - Set I-QC11 jitter = -1

D - Set I-QC11 jitter = -65736

E - Set I-QC11.jitter = string

F - Set I-QC11 jitter = 1string

22/09/04

: All the above values are rejected by the command-line interface.
- None
- None
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Test Reference : TB_P2 FUNCT/QCMP/15

Test Purpose
Check that the receiving ASBR is able to compute multiple QoS parameters contained
in an announcement.

Procedure :
Establish a pSLS between AS1 and AS2 for exchanging MC1 traffic.

Set the [-QC11 parameter values as follow:
Set I-QC11.reserved-rate = 500.
Set I-QC11.available-rate = 200.
Set I-QC11.loss-rate = 1000.
Set I-QC11.min-owd = 10.
Set I-QC11.max-owd = 25.
Set I-QC11.average-owd = 15.
Set I-QC11.jitter = 5.

Set the I-QC21 parameter values as follow:
Set I-QC21.reserved-rate = 300.
Set I-QC21.available-rate = 250.
Set I-QC21.loss-rate = 2500.
Set [-QC21.min-owd = 30.
Set I-QC21.max-owd = 60.
Set I-QC21.average-owd = 55.
Set I-QC21.jitter = 15.

Configure g-BGP so that AS2 announces network 194.52.168.0/21. Note on AS1 the
value of the computed QoS parameters for this network.
Expected result :
reserved-rate = 300.
available-rate = 200.
loss-rate = 3475.
min-owd = 40.
max-owd = 85.
average-owd = 70.
jitter = 20.

Execution date : 22/09/04
Result : Obtained results are as follows:
reserved-rate = 300.
available-rate = 200.
loss-rate = 3475.
min-owd = 40.
max-owd = 85.
average-owd = 70.
jitter = 20.
MESCAL11# sh ip bgp local-gos-class 11
BGP table version is 0, local router ID is 11.11.11.1
Status codes: s suppressed, d damped, h history, p stale, * walid, > best, i - internal
Origin codes: i - IGP, e - EGP, 7 - incomplete
local-gos-class 11 (loese solution options) :
Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path

“> 194.52.168.0/21 63 1.1.1.6 (0] 300 200 3475 40 85 70 20 21

Total number of prefixes in the local-gos-class 11 : 1

Failure level : None
Remarks : None
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Test Reference : TB_P2 FUNCT/QCMP/16
Test Purpose
Check that the receiving ASBR is able to compute multiple QoS parameters for a
same prefix announced within different meta-QoS-planes.
Procedure
Establish a pSLS between AS1 and AS2 for exchanging MC1, MC2 and MC3
traffic.
Configure I-QC12 and I-QC13 with the same QoS parameter values as I-QC11.
Configure I-QC22 and 1-QC23 with the same QoS parameter values as I-QC21.
Configure g-BGP so that AS2 announces network 194.52.168.0/21 on meta-QoS-
planes MC1, MC2 and MC3.
Note on AS1 the value of the computed QoS parameters for this network and per
meta-QoS-plane.
Expected result :
Announcements received for this prefix within the 3 meta-QoS-class planes must have
the same values as expected in TB_P2_FUNCT/QCMP/15.

Execution date : 22/09/04

Result : Announcements received for this prefix within the 3 meta-QoS-class planes have the
same values as expected in TB_P2_FUNCT/QCMP/15.

Failure level : None

Remarks : None

10.2.4TB_P2_FUNCT/RSEL

Sub-group preamble

Unless specified, tests hereafter described involve AS1, AS2, AS3 and AS4. Peering need to be set-up
between: AS1 & AS2, AS1 & AS3, AS3 & AS4, AS2 & AS4 as described in the testbed configuration
section. Only Mescal-42 ASBR from AS4 is involved in this series of tests.

pSLSs established between ASs concern MC1 and Best-effort only.

AS1 announces only the network prefix 193.251.128.0/19 within MC1. Others ASs propagate the
route but do not announce any of their own networks.
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Attributes Priority lQClL | QC2l  QC3L  -QCal
Reserved-rate 1 600 800 400 2000
Available-rate 2 500 400 600 2000
Loss-rate 3 1000 500 1500 200
Min-owd 4 10 15 25 5
Max-owd 5 50 25 10 15
Average-owd 6 30 20 15 10
Jitter 7 20 4 5 5

Table 37: Local QoS Class Characteristics

The priority level and the conformance (mandatory/optional) status of each QoS attribute is specified

by each test.

The precision is set to 0%, for all attributes of all I-QCs, unless it is explicitly specified.

Group 2 QoS Service Capability is also configured unless explicit related configuration is
recommended by a given test.

Test Reference : TB_P2 FUNCT/RSEL/1

Test Purpose

Procedure

Check that several ASs involved in the loose service option are able to exchange route

updates containing correctly computed QoS information.

Start as defined by this sub-group preamble.

Conformance status is mandatory for all attributes.

Check the number of route received by AS4 for the network prefix

193.251.128.0/19.

Check that a route has been selected.

Check that QoS parameters have the expected values.

Expected result :

Route431 via AS4,AS3,AS1:
reserved-rate = 400.
available-rate = 500.
loss-rate = 2680.

min-owd = 40.

max-owd = 75.

average-owd = 55.

jitter = 30.

Route421 via AS4,AS2 AS1:
reserved-rate = 600.
available-rate = 400.
loss-rate = 1692.

min-owd = 30.

max-owd = 90.

average-owd = 60.

jitter = 29.
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AS4 must select route421

Execution date : 22/09/04
Result : Obtained results are as follows:
Route431 via AS4,AS3,AS1:
reserved-rate = 400.
available-rate = 500.
loss-rate = 2680.
min-owd = 40.
max-owd = 75.
average-owd = 55.
jitter = 30.

Route421 via AS4,AS2,AS1:
reserved-rate = 600.
available-rate = 400.

loss-rate = 1692.

min-owd = 30.

max-owd = 90.

average-owd = 60.

jitter = 29,

Route421 is selected.

MESCAL42# sh ip bgp local-gos-class 41
BGP table version is 0, local router ID is 42.42.42.1
Status codes: s suppressed, d damped, h history, p stale, * wvalid, > best, i - internal
Origin codes: i - IGP, e - EGP, 7 - incomplete
local-gos-class 41 (loose solution options) :
Network (QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path

*» 193.251.128.0/19 34 2.2.2.1 0 600 400 1692 30 90 60 29 21i
34 3.3.3.5 0 400 500 2680 40 75 55 30 31i

Total number of prefixes in the local-gos-class 41 : 1

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/2

Test Purpose
Check, in simple Scenarios, that the route selection process takes into account the

priority level of each QoS attribute.

Procedure :
As defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Using the table described in the preamble as a reference for each sub-test, exchange
the priority value of:

= Scenario Al - Reserved-rate and the available-rate QoS parameter

= Scenario B1 - Reserved-rate and the loss-rate QoS parameter

= Scenario C1 - Reserved-rate and the min-owd QoS parameter

= Scenario D1 - Reserved-rate and the max-owd QoS parameter

= Scenario E1 - Reserved-rate and the average-owd QoS parameter

= Scenario F1 - Reserved-rate and the jitter QoS parameter

One performed, exchange the QoS attribute values of I-QC21 and I-QC31. Perform the
6 tests again (A2-F2)
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Expected result :

= Scenario Al - Route431 is selected
= Scenario B1 - Route421 is selected
= Scenario C1 - Route421 is selected
= Scenario D1 - Route431 is selected
= Scenario E1 - Route431 is selected
= Scenario F1 - Route421 is selected
= Scenario A2 - Route421 is selected
= Scenario B2 - Route431 is selected
= Scenario C2 - Route431 is selected
= Scenario D2 - Route421 is selected
= Scenario E2 - Route421 is selected
= Scenario F2 - Route431 is selected

Execution date : 22/09/04

Result : Obtained results are as follows:
= Scenario Al - Route431 is selected
= Scenario Bl - Route421 is selected
= Scenario C1 - Route421 is selected
= Scenario D1 - Route431 is selected
= Scenario E1 - Route431 is selected
= Scenario F1 - Route421 is selected
= Scenario A2 - Route421 is selected
= Scenario B2 - Route431 is selected
= Scenario C2 - Route431 is selected
= Scenario D2 - Route421 is selected
= Scenario E2 - Route421 is selected
= Scenario F2 - Route431 is selected

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/3

Test Purpose
Check that the route selection process takes into account the QoS attributes which
have a lower priority when the previous attributes (with higher priority) are
equivalent.

Procedure
Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.
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Give I-QC31 the same values as I-QC21. Then, perform the following sub-tests:
= Scenario A — Set I-QC31.available-rate=450

= Scenario B — Set I-QC31.available-rate=350

= Scenario C — Set I-QC31.available-rate=400 and set I-QC31.loss-rate=400
= Scenario D — Set I-QC31.available-rate=400 and set I-QC31.loss-rate=600
= Scenario E — Set [-QC31.loss-rate=500 and set I-QC31.min-owd=20

= Scenario F — Set I-QC31.loss-rate=500 and set I-QC31.min-owd=10

= Scenario G — Set I-QC31.min-owd=15 and set I-QC31.max-owd=30

= Scenario H — Set I-QC31.min-owd=15 and set I-QC31.max-owd=20

= Scenario | — Set I-QC31.max-owd=25 and set I-QC31.average-owd=25

= Scenario J — Set I-QC31.max-owd=25 and set I-QC31.average-owd=15

= Scenario K — Set I-QC31.average-owd=20 and set I-QC3L1.jitter=5

= Scenario L — Set [-QC31.average-owd=20 and set I-QC31.jitter=3

Expected result :
For each sub-test, check that AS4 received 2 routes with the same QoS attribute values
except one of them. One of them must have selected.
= Scenario A — Available-rate is different - Route via AS3 must be selected
= Scenario B — Available-rate is different - Route via AS2 must be selected
= Scenario C — Loss-rate is different - Route via AS3 must be selected
= Scenario D — Loss-rate is different - Route via AS2 must be selected
= Scenario E — Min-owd is different - Route via AS2 must be selected
= Scenario F — Min-owd is different - Route via AS3 must be selected
= Scenario G — Max-owd is different - Route via AS2 must be selected
= Scenario H — Max-owd is different - Route via AS3 must be selected
= Scenario | — Average-owd is different - Route via AS2 must be selected
= Scenario J — Average-owd is different - Route via AS3 must be selected
= Scenario K - Jitter is different - Route via AS2 must be selected
= Scenario L — Jitter is different - Route via AS3 must be selected

Execution date : 22/09/04

Result : Obtained results are as follows:
= Scenario A — Available-rate is different - Route via AS3 is selected
= Scenario B — Available-rate is different - Route via AS2 is selected
= Scenario C — Loss-rate is different - Route via AS3 is selected
= Scenario D — Loss-rate is different - Route via AS2 is selected
= Scenario E — Min-owd is different - Route via AS2 is selected
= Scenario F — Min-owd is different - Route via AS3 is selected
= Scenario G — Max-owd is different - Route via AS2 is selected
= Scenario H — Max-owd is different - Route via AS3 is selected
= Scenario | — Average-owd is different - Route via AS2 is selected
= Scenario J - Average-owd is different - Route via AS3 is selected
= Scenario K = Jitter is different - Route via AS2 is selected

MESCAL42% sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * walid, » best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
* 193.251.128.0/19 34 3.3.3.5 0 600 400 1692 30 90 60 30 31
* 34 2.2.2.1 0 600 400 1692 30 80 60 28 211

Total number of prefixes in the local-gos-class 41 @ 1

= Scenario L - Jitter is different - Route via AS3 is selected
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MESCAL42% sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, > best, i - internal
Origin codes: i - IGP, e - EGP, 7 - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
#» 1893.251.128.0/19 34 3.3.3.5 0 600 400 1692 30 80 B0 28 311
* 34 2.2.2.1 0 600 400 1692 30 a0 60 29 214

Total number of prefixes in the local-gos-class 41 : 1

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/4
Test Purpose
Check that the precision command line parameter is correctly handled for the
reserved-rate QoS attribute.
Procedure
Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

= Scenario 1: Set the precision for I-QC41.reserved-rate=50%. The related QoS
attribute of the 2 routes overlap.

= Scenario 2: Set the precision for I-QC41.reserved-rate=10%. The related QoS
attribute of the 2 routes DO NOT overlap.

Expected result :
= Scenario 1: Route via AS3 must be selected (the decision is enforced by the
available-rate)
= Scenario 2: Route via AS2 must be selected (the decision is enforced by the
reserved-rate)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS3 is selected

MESCAL42# sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, > best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-qgos-class 41 (leoose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
#» 193.251.128.0/19 34 3.3.3.5 0 400 500 2680 40 75 55 30 31i
= 34 2.2.2.1 0 600 400 1692 30 90 60 29 21i

Total number of prefixes in the local-gos-class 41 : 1

= Scenario 2: Route via AS2 is selected

MESCAL42# sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, > best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
# 193.251.128.0/19 34 3.3.3.5 0 400 500 2680 40 75 55 30 311
> 34 2.2.2.1 0 600 400 1692 30 90 60 29 211i

Total number of prefixes in the local-gos-class 41 : 1

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/5
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Test Purpose : Check that the precision command line parameter is correctly handled for the
available-rate QoS attribute.

Procedure . Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for 1-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

= Scenario 1: Set the precision for [-QC41.available-rate=50%. The related QoS
attribute of the 2 routes overlap.

= Scenario 2: Set the precision for |1-QC41.available-rate=10%. The related QoS
attribute of the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:

= Scenario 1: Route via AS2 must be selected (the decision is enforced by the loss-
rate)

= Scenario 2: Route via AS3 must be selected (the decision is enforced by the
available-rate)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS2 is selected

= Scenario 2: Route via AS3 is selected

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/6

Test Purpose : Check that the precision command line parameter is correctly handled for the loss-
rate QoS attribute.

Procedure : Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for I-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.available-rate=50%. The related QoS attribute of the 2
routes overlap.

= Scenario 1: Set the precision for I-QC41.loss-rate=50%. The related QoS attribute
of the 2 routes overlap.

= Scenario 2: Set the precision for I-QC41.loss-rate=10%. The related QoS attribute
of the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:

= Scenario 1: Route via AS2 must be selected (the decision is enforced by the min-
owd)

= Scenario 2: Route via AS2 must be selected (the decision is enforced by the loss-
rate)
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Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS2 is selected

= Scenario 2: Route via AS2 is selected

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/7

Test Purpose : Check that the precision command line parameter is correctly handled for the min-
owd QoS attribute.

Procedure : Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for I-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.available-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.loss-rate=50%. The related QoS attribute of the 2 routes
overlap.

= Scenario 1: Set the precision for I-QC41.min-owd=20%. The related QoS attribute
of the 2 routes overlap.

= Scenario 2: Set the precision for 1-QC41.min-owd=5%. The related QoS attribute
of the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:

= Scenario 1: Route via AS3 must be selected (the decision is enforced by the max-
owd)

= Scenario 2: Route via AS2 must be selected (the decision is enforced by the min-
owd)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS3 is selected

= Scenario 2: Route via AS2 is selected

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/8

Test Purpose : Check that the precision command line parameter is correctly handled for the
max-owd QoS attribute.
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Procedure . Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for I-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.available-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for 1-QC41.loss-rate=50%. The related QoS attribute of the 2 routes
overlap.

Set the precision for 1-QC41.min-owd=20%. The related QoS attribute of the 2 routes
overlap.

= Scenario 1: Set the precision for [-QC41.max-owd=50%. The related QoS
attribute of the 2 routes overlap.

= Scenario 2: Set the precision for I-QC41.max-owd=5%. The related QoS attribute
of the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:

= Scenario 1. Route via AS3 must be selected (the decision is enforced by the
average-owd)

= Scenario 2: Route via AS3 must be selected (the decision is enforced by the max-
owd)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS3 is selected

= Scenario 2: Route via AS3 is selected

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/9

Test Purpose : Check that the precision command line parameter is correctly handled for the
average-owd QoS attribute.

Procedure : Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for I-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.available-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.loss-rate=50%. The related QoS attribute of the 2 routes
overlap.

Set the precision for I-QC41.min-owd=20%. The related QoS attribute of the 2 routes
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overlap.

Set the precision for I-QC41.max-owd=50%. The related QoS attribute of the 2 routes
overlap.

= Scenario 1: Set the precision for 1-QC41.average-owd=50%. The related QoS
attribute of the 2 routes overlap.

= Scenario 2: Set the precision for 1-QC41l.average-owd=2%. The related QoS
attribute of the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:
= Scenario 1: Route via AS2 must be selected (the decision is enforced by the jitter)

= Scenario 2: Route via AS3 must be selected (the decision is enforced by the
average-owd)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS2 is selected

MESCAL42# sh local-gos-class 41

local gos-class 41
gos-class-id: 34
available-rate 2000 priority 2 mandatory precision 50
average-owd 10 priority 6 mandatory precision 50
jitter 5 priority 7 mandatory
loss-rate 200 priority 3 mandatory precision 50
max-owd 15 priority 5 mandatory precision 50
min-owd 5 priority 4 mandatory precision 20
reserved-rate 2000 priority 1 mandatory precision 50
solution-option: loose

MESCAL42# sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, > best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
*» 183.251.128.0/19 34 2.2.2.1 0 G600 400 1692 30 90 60 28 21i
* 34 3.3.3.5 0 400 500 2680 40 75 55 30 311

Total number of prefixes in the local-gos-class 41 : 1

= Scenario 2: Route via AS3 is selected

MESCAL42%# sh local-gos-class 41

local gos-class 41
gos-class-id: 34
available-rate 2000 priority 2 mandatory precision 50
average-owd 10 priority 6 mandatery precision 2
jitter 5 priority 7 mandatory
loss-rate 200 priority 3 mandatory precision 50
max-owd 15 prierity 5 mandatory precision 50
min-owd 5 priority 4 mandatory precision 20
reserved-rate 2000 priority 1 mandatory precision 50
solution-option: loose

MESCAL42%# sh ip bgp local-qos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * walid, » best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
* 1893.251.128.0/19 34 2.2.2.1 0 600 400 1692 30 a0 60 28 211
e 34 3.3.3.5 0 400 500 2680 40 75 55 30 31

Total number of prefixes in the local-gos-class 41 : 1

Failure level : None
Remarks : None
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Test Reference : TB_P2 FUNCT/RSEL/10

Test Purpose : Check that the precision command line parameter is correctly handled for the jitter
QoS attribute.

Procedure . Start as defined by this sub-group preamble.
Conformance status is mandatory for all attributes.

Set the precision for I-QC41.reserved-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for 1-QC41.available-rate=50%. The related QoS attribute of the 2
routes overlap.

Set the precision for I-QC41.loss-rate=50%. The related QoS attribute of the 2 routes
overlap.

Set the precision for 1-QC41.min-owd=20%. The related QoS attribute of the 2 routes
overlap.

Set the precision for 1-QC41.max-owd=50%. The related QoS attribute of the 2 routes
overlap.

Set the precision for I-QC41.average-owd=50%. The related QoS attribute of the 2
routes overlap.

= Scenario 1: Set the precision for [-QC41.jitter=10%. The related QoS attribute of
the 2 routes overlap.

= Scenario 2: Set the precision for [-QC41.jitter=1%. The related QoS attribute of
the 2 routes DO NOT overlap.

Expected result : The following results must be obtained:

= Scenario 1: The same Route in best effort and in 1-QC41 plan must be selected
(depends on BGP route selection process)

= Scenario 2: Route via AS2 must be selected (the decision is enforced by the jitter)

Execution date : 22/09/04
Result : Obtained results are as follows:
= Scenario 1: Route via AS2 is selected in best effort and in [-QC41 plan.

= Scenario 2: Route via AS2 is selected

Failure level : None

Remarks : The default bestpath selection configured compare router-id for identical g-eBGP
paths. The router-id of MESCAL21 is set to 21.21.21.1 and the router-id of
MESCAL31 is set to 31.31.31.1. So route via AS2 is selected in scenario 1.

Test Reference : TB_P2 FUNCT/RSEL/11
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of reserved rate to mandatory:
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= Scenario 1: Configure AS1, AS2 and AS3 to send reserved-rate as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send reserved-rate as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send reserved-rate as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send reserved-rate as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Selected route is
R421.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.

= Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Selected route is
R421.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.
= Scenario 4: No route has been received for the specified prefix

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/12
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of available rate to mandatory:

= Scenario 1: Configure AS1, AS2 and AS3 to send available-rate as described in
the introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send available -rate as described in
the introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send available -rate as described in
the introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send available -rate as described in
the introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.

= Scenario 3: Only one Route is received from AS2. This route is selected.
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= Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.
= Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/13
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of loss rate to mandatory:

= Scenario 1. Configure AS1, AS2 and AS3 to send loss-rate as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send loss-rate as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send loss-rate as described in the
introduction of this test group.

= Scenario 4. Configure only AS2 and AS3 to send loss-rate as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.

= Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.
= Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/14
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Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of min-owd to mandatory:

= Scenario 1: Configure AS1, AS2 and AS3 to send min-owd as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send min-owd as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send min-owd as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send min-owd as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.

= Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.
= Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/15
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of max-owd to mandatory:

= Scenario 1: Configure AS1, AS2 and AS3 to send max-owd as described in the
introduction of this test group.

= Scenario 2. Configure only AS1 and AS3 to send max-owd as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send max-owd as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send max-owd as described in the
introduction of this test group.

Expected result : The following results must be obtained:
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Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

Scenario 2: Only one Route is received from AS3. This route is selected.
Scenario 3: Only one Route is received from AS2. This route is selected.

Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

Scenario 2: Only one Route is received from AS3. This route is selected.
Scenario 3: Only one Route is received from AS2. This route is selected.
Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/16
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of average-owd to mandatory:

Scenario 1: Configure AS1, AS2 and AS3 to send average-owd as described in the
introduction of this test group.

Scenario 2: Configure only AS1 and AS3 to send average-owd as described in the
introduction of this test group.

Scenario 3: Configure only AS1 and AS2 to send average-owd as described in the
introduction of this test group.

Scenario 4: Configure only AS2 and AS3 to send average-owd as described in the
introduction of this test group.

Expected result : The following results must be obtained:

Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

Scenario 2: Only one Route is received from AS3. This route is selected.
Scenario 3: Only one Route is received from AS2. This route is selected.

Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

Scenario 2: Only one Route is received from AS3. This route is selected.

Scenario 3: Only one Route is received from AS2. This route is selected.
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= Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/17
Test Purpose : Validate the behaviour of g-BGP when mandatory parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of jitter to mandatory:

= Scenario 1: Configure AS1, AS2 and AS3 to send jitter as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send jitter as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send jitter as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send jitter as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.

= Scenario 4: No route has been received for the specified prefix.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. Route Route421
is selected.

= Scenario 2: Only one Route is received from AS3. This route is selected.
= Scenario 3: Only one Route is received from AS2. This route is selected.
= Scenario 4: No route has been received for the specified prefix.

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/18
Test Purpose : Validate the behaviour of g-BGP when optional parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of reserved rate to optional:

= Scenario 1: Configure AS1, AS2 and AS3 to send reserved-rate as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send reserved-rate as described in the
introduction of this test group.
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= Scenario 3: Configure only AS1 and AS2 to send reserved-rate as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send reserved-rate as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 2: Two routes are received by AS4, from AS3 and AS2. R431 is
selected.

= Scenario 3: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 4: Two routes are received by AS4, from AS3 and AS2. R431 is
selected.

Execution date : 22/09/04

Result : Obtained results are as follows:
= Scenario 1: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.
= Scenario 2: Two routes are received by AS4, from AS3 and AS2. R431 is
selected.

MESCAL42# sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * walid, » best, i - internal
Origin codes: i - IGP, e - EGP, 7 - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
# 1893.251.128.0/19 34 2.2.2.1 o - 400 1692 30 90 60 29 211
> 34 3.3.3.5 o 400 500 2680 40 75 55 30 311

Total number of prefixes in the local-qos-class 41 : 1

= Scenario 3: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

MESCAL42% sh ip bgp local-gos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, » best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
*» 193.251.128.0/19 34 2.2.2.1 0 600 400 1692 30 a0 60 29 21i
* 34 3.3.3.5 1] - 500 2680 40 75 55 30 311

Total number of prefixes in the local-qos-class 41 : 1

= Scenario 4: Two routes are received by AS4, from AS3 and AS2. R431 is
selected.

MESCAL42%# sh ip bgp local-qos-class 41

BGP table version is 0, local router ID is 42.42.42.1

Status codes: s suppressed, d damped, h history, p stale, * valid, » best, i - internal
Origin codes: i - IGP, & - EGP, ? - incomplete

local-gos-class 41 (loose solution options) :

Network QC-id Next Hop Metric LocPrf Weight reserved-rate available-rate loss-rate min-owd max-owd avg-owd jitter Path
+ 183.251.128.0/189 34 2.2.2.1 0 - 400 1692 30 90 60 28 211
5 34 3.3.3.5 0 - 500 2680 40 75 55 30 311

Total number of prefixes in the local-gos-class 41 : 1

Failure level : None
Remarks : None

Test Reference : TB_P2_FUNCT/RSEL/19

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results

Test Purpose

Procedure

Page 368 of 402

: Validate the behaviour of g-BGP when optional parameters aren't received.

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of available rate to optional:

Scenario 1: Configure AS1, AS2 and AS3 to send available-rate as described in
the introduction of this test group.

Scenario 2: Configure only AS1 and AS3 to send available -rate as described in
the introduction of this test group.

Scenario 3: Configure only AS1 and AS2 to send available -rate as described in
the introduction of this test group.

Scenario 4: Configure only AS2 and AS3 to send available -rate as described

the introduction of this test group.

Expected result : The following results must be obtained:

Scenario 1: Two routes are received by

selected.

Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

Execution date : 22/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

Scenario 1: Two routes are
selected.

Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

: None
: None
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Test Reference : TB_P2_FUNCT/RSEL/20
: Validate the behaviour of q-BGP when optional parameters aren't received.

Test Purpose

Procedure

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of loss rate to optional:

Scenario 1: Configure AS1, AS2 and AS3 to send loss-rate as described in the

introduction of this test group.

Scenario 2: Configure only AS1 and AS3 to send loss-rate as described in the

introduction of this test group.
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Scenario 3: Configure only AS1 and AS2 to send loss-rate

introduction of this test group.

Scenario 4: Configure only AS2 and AS3 to send loss-rate

introduction of this test group.

Expected result : The following results must be obtained:

Scenario 1: Two routes are received by

selected.

Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

Execution date : 22/09/04
Result : Obtained results are as follows:

Scenario 1: Two routes are
selected.

Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

Failure level : None
Remarks : None
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as described in the

as described in the
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Test Reference : TB_P2_FUNCT/RSEL/21
Test Purpose : Validate the behaviour of g-BGP when optional parameters aren't received.

Procedure

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of min-owd to optional:

Scenario 1: Configure AS1, AS2 and AS3 to send min-owd as described in the

introduction of this test group.

Scenario 2: Configure only AS1 and AS3 to send min-owd as described in the

introduction of this test group.

Scenario 3: Configure only AS1 and AS2 to send min-owd as described in the

introduction of this test group.

Scenario 4: Configure only AS2 and AS3 to send min-owd as described in the

introduction of this test group.

Expected result : The following results must be obtained:
Scenario 1: Two routes are received by AS4, from AS3 and AS2. R421 is

selected.
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Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

Execution date : 22/09/04
: Obtained results are as follows:

Result

Failure level
Remarks

Scenario 1: Two routes are
selected.

Scenario 2: Two routes are
selected.

Scenario 3: Two routes are
selected.

Scenario 4: Two routes are
selected.

: None
: None
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AS2.

AS2.

AS2.

AS2.

AS2.

AS2.

AS2.

R421 is

R421 is

R421 is

R421 is

R421 is

R421 is

R421 is

Test Reference
Test Purpose

Procedure

: TB_P2_FUNCT/RSEL/22
: Validate the behaviour of g-BGP when optional parameters aren't received.

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of max-owd to optional:

Scenario 1: Configure AS1, AS2 and AS3 to send max-owd as described in the

introduction of this test group.

Scenario 2: Configure only AS1 and AS3 to send max-owd as described in the

introduction of this test group.

Scenario 3: Configure only AS1 and AS2 to send max-owd as described in the

introduction of this test group.

Scenario 4: Configure only AS2 and AS3 to send max-owd as described in the

introduction of this test group.

Expected result : The following results must be obtained:

Scenario 1: Two routes are received by AS4,

selected.

Scenario 2: Two routes are received by AS4,

selected.

Scenario 3: Two routes are received by AS4,

selected.

Scenario 4: Two routes are received by AS4,

selected.

Execution date : 22/09/04
: Obtained results are as follows:

Result

from AS3 and AS2.

from AS3 and AS2.

from AS3 and AS2.

from AS3 and AS2.
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= Scenario 1. Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 2: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 3: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 4: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

Failure level : None
Remarks : None

Test Reference : TB_P2 FUNCT/RSEL/23
Test Purpose : Validate the behaviour of g-BGP when optional parameters aren't received.

Procedure
g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of average-owd to optional:

= Scenario 1: Configure AS1, AS2 and AS3 to send average-owd as described in the
introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send average-owd as described in the
introduction of this test group.

= Scenario 3: Configure only AS1 and AS2 to send average-owd as described in the
introduction of this test group.

= Scenario 4: Configure only AS2 and AS3 to send average-owd as described in the
introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 2: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 3: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 4: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 2: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 3: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.

= Scenario 4: Two routes are received by AS4, from AS3 and AS2. R421 is
selected.
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Failure level : None
Remarks : None
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Test Reference : TB_P2_FUNCT/RSEL/24

Test Purpose : Validate the behaviour of g-BGP when optional parameters aren't received.

Procedure

g-BGP configuration will be update as specified in the description of each scenario:
Set the conformance status of jitter to optional:

= Scenario 1: Configure AS1, AS2 and AS3 to send jitter as described in the

introduction of this test group.

= Scenario 2: Configure only AS1 and AS3 to send jitter as described in the

introduction of this test group.

= Scenario 3: Configure only AS1 and

introduction of this test group.

= Scenario 4: Configure only AS2 and

introduction of this test group.

Expected result : The following results must be obtained:

= Scenario 1: Two routes are
selected.

= Scenario 2: Two routes are
selected.

= Scenario 3: Two routes are
selected.

= Scenario 4: Two routes are
selected.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1: Two routes are
selected.

= Scenario 2: Two routes are
selected.

= Scenario 3: Two routes are
selected.

= Scenario 4: Two routes are
selected.

Failure level : None
Remarks : None

10.2.5TB_P2_FUNCT/INT
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Test Reference : TB_P2_FUNCT/INT/1

Test Purpose : Validate the behaviour of a BGP speaker when receiving unsupported capability.
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Procedure :
g-BGPD process is activated in MESCAL11. BGPD is activated in MESCALZ21.

= Scenario 1: Configure MESCAL11 as a neighbor of MESCAL21. MESCALZ21 is
to be configured in MESCAL11 as a neighbor. Configure MESCAL11 to support
QoS Service Capability Group 1. Check the messages exchanged between
MESCAL21 and MESCALZ31 with a traffic analyzer.

= Scenario 2: Configure MESCAL11 as a neighbor of MESCAL21. MESCALZ21 is
to be configured in MESCALL11 as a neighbor. Configure MESCAL11 to support
QoS Service Capability Group 2. Check the messages exchanged between
MESCAL21 and MESCALZ31 with a traffic analyzer.

= Scenario 3: Configure MESCALL11 as a neighbor of MESCAL21. MESCALZ21 is
to be configured in MESCAL11 as a neighbor. Configure MESCAL11 to support
QoS Service Capability Group 1 and Group 2. Check the messages exchanged
between MESCAL21 and MESCALZ31 with a traffic analyzer.

Expected result : The following results must be obtained:

= Scenario 1: MESCALZ21 has to send a notification message with the Error Sub
Code set to Unsupported Capability. MESCAL11 should re-attempt to open a
BGP session with MESCALZ21 but without sending to the peer the Capabilities
Optional Parameter.

= Scenario 2: MESCALZ21 has to send a notification message with the Error Sub
Code set to Unsupported Capability. MESCAL11 should re-attempt to open a
BGP session with MESCAL21 but without sending to the peer the Capabilities
Optional Parameter.

= Scenario 3: MESCALZ21 has to send a notification message with the Error Sub
Code set to Unsupported Capability. MESCAL11 should re-attempt to open a
BGP session with MESCAL21 but without sending to the peer the Capabilities
Optional Parameter.

Execution date : 22/09/04
Result : Obtained results are as follows:

= Scenario 1. The BGP session is established and MESCAL21 has not sent any
notification message.

= Scenario 2: The BGP session is established and MESCAL21 has not sent any
notification message.

= Scenario 3: The BGP session is established and MESCAL21 has not sent any
notification message.

Failure level : None

Remarks . ZeboS BGP process has been implemented so that unknown capabilities are by
default ignored. In order to validate the test, MESCAL11 must be configured as a
neighbor of MESCAL21 with the "strict capability match" command. This command
permits to close the BGP connection if capability value does not completely match to
remote peer. If this command is used and if an unknown capability is received, the
behaviour of BGP depends on the code of the unknown capability. If the capability
code is greater or equal to 128, the capability is a "for private use" capability and is
only ignored. If the capability code is lower than 128, a notification message with the
Error Sub Code set to Unsupported Capability is sent. In this case the results of the
tests match the expected ones.

Test Reference : TB_P2 FUNCT/INT/2
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Test Purpose

Procedure

: Validate the behaviour of a g-BGP speaker when receiving notification set to
unsupported capabilities from BGP speaker.

g-BGPD process is activated in MESCAL11. BGPD is activated in MESCAL21.

Configure local-QoS-class in MESCAL11 as specified in the introduction of the
previous test group. Also AS1 networks that are listed in testbed configuration are also
to be announced by MESCAL11 in I-QC1 and best effort.

AS2 Networks that are listed in testbed configuration are also to be announced by
MESCAL21.

Launch a traffic analyzer in ethl of MESCAL11. Check the messages that are
exchanges between MESCAL11 and MESCAL12.

Expected result : MESCAL11 must not send QoS_NLRI messages to MESCAL21.

MESCAL21 must send NLRI information to MESCAL11.
MESCAL11 must send NLRI information to MESCALZ21.

Execution date : 22/09/04

Result

Failure level
Remarks

MESCAL11 does not send any QoS_NLRI messages to MESCAL21.
MESCAL21 sends NLRI information to MESCAL11.

MESCAL11 sends NLRI information to MESCALZ21.

- None

: None

Test Reference
Test Purpose

Procedure

: TB_P2_FUNCT/INT/3
: Validate the g-BGP router installs routes received from BGP speaker in best effort
plane.

g-BGPD process is activated in MESCAL11. BGPD is activated in MESCAL21.

Configure local-QoS-class in MESCAL11 as specified in the introduction of the
previous test group. Also AS1 networks that are listed in testbed configuration are also
to be announced by MESCAL11 in I-QC1 and best effort.

AS2 Networks that are listed in testbed configuration are also to be announced by
MESCALZ21.

Log to MESCAL11 and execute this command line: "sh ip bgp". Check if
MESCALZ21 networks are listed.

Expected result : All MESCAL21's networks must be present in the MESCAL11 best effort RIB.

Execution date : 22/09/04

Result

Failure level
Remarks

: All MESCALZ21's networks are present in the MESCALL11 best effort RIB.

: None
: None
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Test Reference : TB_P2 FUNCT/INT/4
Test Purpose : Validate the BGP router installs routes received from gq-BGP speaker.

Procedure :
g-BGPD process is activated in MESCAL11. BGPD is activated in MESCAL21.

Configure local-QoS-class in MESCAL11 as specified in the introduction of the
previous test group. Also AS1 networks that are listed in testbed configuration are also
to be announced by MESCAL11 in I-QC1 and best effort.

AS2 Networks that are listed in testbed configuration are also to be announced by
MESCAL21.

Log to MESCAL21 and execute this command line: "sh ip bgp". Check if
MESCAL11 networks are listed.

Expected result : All MESCAL11's networks must be present in the MESCAL21 BGP RIB.

Execution date : 22/09/04

Result : All MESCAL11's networks are present in the MESCAL21 BGP RIB.
Failure level : None

Remarks : None

10.3Phase 3

The "null" value means no value.

10.3.1TB_P3 FUNCT/CMES
10.3.1.1 Reminder

Each PCP message consists of the PCP header followed by a number of arguments depending on the
nature of the operation.

0 1 2 3
o o o o +
| Version | Op Code | Message Length |
o R Fo Fo +

0 1 2 3
o e e e +
| |
| PCSID |
| |
| |
o e e e +

0 1 2 3
e o o~ o~ +
| KA-Timer | /7777777777777 //77//77//7777]
e P o o o +

10.3.1.1.3 Close message

| Error-Code | 77/77777777777777777777777777])

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results

Fom o Fom Fom—_——
10.3.1.1.4 Path Error message
TS Sy - e +
2 bytes] L1 |
o Fom Fom—_—— //
| PATH-COMPUTATION-ID
| //
2 bytes]| REQ-REFERENCE-ID
| //
1 bytes]| REASON-CODE |
- o +
10.3.1.1.5 Cancel message
o Fom +
2 bytes] L1 |
- o o m——— //
| PATH-COMPUTATION-1D
| //
2 bytes| REQ-REFERENCE-ID
| _____________________________________
10.3.1.1.6 Acknowledge message
e o ——_——_— — +
2 bytes] L1 |
- o o m——— //
| PATH-COMPUTATION-1D
----------------------------------- //
2 bytes]| REQ-REFERENCE-ID

Page 376 of 402

------- S &
N +
|
__________________ |
|
__________________ |
————e +
|
__________________ |
|
__________________ |
————e +
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10.3.1.1.7 Request message

Oy +
1 byte | TTL |
o +
1 byte | LO |
o o o o +
2 bytes] AS-NUMBER |
Oy o o o +
// //
o o o o +
2 bytes] AS-NUMBER |
Oy o o o +
2 bytes] L1 |
o o Feo—_—— Y A — +
| PATH-COMPUTATION-ID |
——————————————————————————————————— /[ ]
2 bytes] L2 |
TS Sy - e o Y AT S — +
| PATH-REFERENCE-ID |
o Fom Fom—_—— //-———F——— +
2 bytes] REQ-REFERENCE-ID |
o o o o +
1 byte | ADD-TYPE |
o Fom e Feom——_—— Y A — +
| HEAD-END-ADDRESS |
- o o m——— [/ +
| TAIL-END-ADDRESS |
S TS S —— e o Y AT S — +
1 byte | NUMBER-OF-QC-CONSTRAINT +
S o +
2 bytes] QC-CONSTRAINT-LENGTH +
o o +
1 byte | QOS-CLASS-IDENTIFIER +
o R S +
1 byte | QOS-INFO-CODE + QOS-INFO-SUB-CODE |
o o o o +
2 bytes] QOS-INFO-VALUE |
o R N o +
| QOS-INFO-CODE + QOS-INFO-SUB-CODE |
o o o o +
| QOS-INFO-VALUE |
Sy o o o +
| QOS-INFO-CODE + QOS-INFO-SUB-CODE |
o R N o +
| QOS-INFO-VALUE |
o o o o +
10.3.1.1.8 Response message
o o +
2 bytes] L1 |
- o o m——— [/ +
| PATH-COMPUTATION-ID |
l-------------——— [/ - |
2 bytes] REQ-REFERENCE-ID |
——————————————————————————————————— /[ ]
1 bytes| PATH-LENGTH |
Oy +
1 byte | ADD-TYPE |
o Fom Fom—_—— //-———F——— +
| NEXT-HOP |
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o Fom Fom—_—— //-———F——— +
// //
- o o m——— [/ +
| NEXT-HOP |
o o Feo—_—— Y A — +
8 bytes]| VALIDITY-DATE +
o Fom e ——— +
1 byte | NUMBER-OF-QC-CONSTRAINT +
e TR S T —— +
2 bytes] QC-CONSTRAINT-LENGTH +
o Fom e ——— +
1 byte | QOS-CLASS-IDENTIFIER +
o o e +
1 byte | QOS-INFO-CODE + QOS-INFO-SUB-CODE |
o —— o ——— o ——— o ——— +
2 bytes] QOS-INFO-VALUE |
o Fom e — —— T N +
| QOS-INFO-CODE + QOS-INFO-SUB-CODE |
e TR - T —— T —— T — +
| QOS-INFO-VALUE |
o Fom e — —— T N +
| QOS-INFO-CODE + QOS-INFO-SUB-CODE |
o o o o +
| QOS-INFO-VALUE |
o —— o ——— o ——— o ——— +

10.3.1.2 pSLS agreement
Configure the following pSLS between AS1 and AS2 (AS2 offers this pSLS to AS1):
e List of Meta-QoS-classes and bandwidth:
e MQ1: TOS value 0x68 bandwidth 1Mbit
e MQ2: TOS value 0x71 bandwidth 1Mbit
e MQ3: TOS value 0x78 bandwidth 1Mbit
e MQ4: TOS value 0x00 bandwidth 2Mbit
e Total bandwidth: 5Mbit
e MESCAL11'PCSID: 11.11.11.11
e MESCAL21'PCSID: 21.21.21.21

Test Reference : TB_P3_FUNCT/CMES/1
Test Purpose : Check the format of OPEN, CLOSE and ACCEPT messages.

Procedure :
Launch a traffic analyzer that captures MESCAL11' eth1 traffic.

Establish a PCP session between MESCAL11'PCS and MESCAL21'PCS.
When session is accepted by MESCAL21'PCS, close the session.

Verify that OPEN, CLOSE and ACCEPT messages are conform to [D1.2]
specifications. For more details see introduction of this test group.
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Expected result :
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MESCAL21'PCS should answer with CLOSE or ACCEPT message to OPEN request

received from MESCAL11'PCS.

OPEN, CLOSE and ACCEPT messages should have a format as indicated in

introduction of this test group.

Op Code contained in common header is:

= 1:0PEN
= 2: ACCEPT
= 3:CLOSE

Execution date : 21/04/05

Result
recived messaged are as follows:
= 1:0OPEN

: The format of the exchanged messages is aligning with the specifications. Opcode of

bl ccaptures - Eihereal -5 %
Ele Ede Captwe [Deplay  Tols Hep
Ho. [Time  |Source |pestnatan [Protwcer i (2]
10.000000 meseal 712 wescal i1l wr VEEPALIVE Pessuge
zo 111 a TP 4207 + b [ACK] SeqsSSTS0RMBE ASISRIIRTG MinsI6TIS Lanst
o we Source ports TG Destiration port:
i VEEPRLIVE Fessane
TP b > 0027 (AR] SeyeSSERTIS Ak IATRIFROT Winc17220 Laned
T GOALL 3 140 [STH] SeqeSPLmeMS fok=n Winzsin

i A0 - Gl [SYM, AOK] Seae3RO00G051 k=381
[

S 3 1040 [S1N] SeqeTTTIITN A
1040 ) SR [S, AK] SeqESTOSAGE fc
3449 > 1040 [WK] Sen=TTTILIRO i
T4S 5 1040 [N, AK] Seq-TTALIT

1040 > 34259 [70X] SeqeETNAALIES fck=EITLLI
140 > 34439 [P, AK] SeqirdoBeidR fekaariiig
A 7 140 [ROK] SeqmEPTLLITN AckrETISAMTL MIn"BHO Len=)
Source ports T06 Destination prts S50

VEEPALIVE Mctesge

W02 7 e [ROK] SeqEaiTESOT Ack=TATISEMA WInS1GTTS Laned
VEEFRLIVE Fressinge

bgp b 402 [A0K] SaqeMBNTRTM Ack-TUTINESG Min=17200 Lard
VELPRLIVE Fessape

S0TT 5 b (K] S ETRIRER Bk SIS Wi IGTUS Ll

|eES 2O ! =) =

T :mﬂ!|upm [«

| ervert conturs @)

= 2: ACCEPT
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v ccaptures - Eihmrnal -5 %
e B Caphee Dipley oo Help
M Jrime [source [Preaacol Jins 1]

w VEEPALIE ez

TP 40T g (K] SeeSSTETMER Rek=SERSTEEIS Wins16TOS Lend

[ Seurce ports 26 Dastination ports 5060

o VPR 1A Mo

(3 bap 3 40021 [0K] SeqeOEAEEN fek =Y Win=1T20 Lenes

TP BOALL > 3040 T5TH) Sene3ret

SeqTTRUSERE]

Sac=THNMOME Ack=TTLHEIMED UirSBo) Lensd)

FLK] SeqrITTLBHE Fok mmu vin= um Lered
ik =PRI UineSTED Lo

e 1640 > SN [, AOK] SeqeITNEAHES b HTLIZTEN Vinebri

e 2443 7 1080 (K] SeqeiTT11I7288 ek s.’wsqun ANESELD Len=

[ Source perts 6 Destinetion port: =
o VEEPRLVE Hesawom

Ter 4427 5 bgp [AOK] SeqeIPRONCT Ack=SARTEHA Min=1ERE Land

o FLLIRLIVE Hessace

o K] SeqSHIREIL Rk VIS Wins17200 Levadh

w VEEPRLIVE Hessagn

or 4207 3 bop (O] SaqeSTa0E0 fek=96R5T03T Min=1S Lawsd

l_pr.* ILER iyt on dirw, 2% bt wwre]
Wethermt 11, S 0Tt
5 rtmrrmt Fritocel, e Ak

Dhackbums mms Leorract)
S ostiona: 11T bytes)
3

sy} Lwua] PSTRSATS]. temcr LERNITISE

=

BRES
285

[ [Fese] Anpiy] ot

k3], & Bytee
VOO | [@-crnee -coer] e [rotctor] @ TR iyt 00
= 3:CLOSE
vET i =
Eie Eof Caplre Dnpley  Took Halp
[t [Tima -

(RN
0 4, 65195
4 4, ED
3 b 40 3 BMEQ [P, SOK] Seqe TSI ek i) .-mﬁnc Lot
4o P 045D ¥ 1040 [ACK] SeqsISERITIE ks TIPESRIZEN WIneSEM Lensd
5 F [ ‘ﬂ??‘ﬁa?ﬂ WireSBar Laned
i w 06T WaneSTH L
7 hid 1140 5 BT8P, AOK] S TGRTLEL m TR D sk
'] w TN 3 1040 [P, A0K] SaqeTHILLRNSOT AcksTHETATIEN W neSie) Lansd
91 mw 1840 3 !&"\1 Iu’u S TRITLE A PRAIIELL WineSTR0 Lanetd

| Saqe TR

6450 5 1040 |m Segy
s G450 3 140 [FIN, K] SequBRRETRAT RoAsEIT

.
LT 01r=Sa0 Lot

s 1640 3 60050 [FIN, ACK] SeqePIIEIEE AcksTIMCTION WinsSTE! Laned

o 0450 7 1040 [ACK] SeqeBRNCIEROSS Ack=FIITMIRE! WameS40 Lened

o i

i i
i

T Bty IFIN, K] Soq=THILLINIY ek sTRETAITED Winsbetd Lenet)

e 140> Ses (i Seq PRELTIEY Ack=FRITIBNI0 WireSTH) Loy

e 40022 > b [0CK] s‘.,.m;u.uu k=TI VincdENE Lanall

TP

TP

0 Evrrret. 1.
0 [rterrat Prosocel

W Frame 32 (74 bytes on i
L

[=]
-
Failure level : None.
Remarks : None

Test Reference : TB_P3_FUNCT/CMES/2

Test Purpose : Check the format of REQUEST, RESPONSE PATH-ERROR and
ACKNOWLEDGE messages.

Procedure :
Launch a traffic analyzer that captures MESCAL11' eth1 traffic.
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Establish a PCP session between MESCAL11'PCS and MESCALZ21'PCS.

= Scenario 1: When PCP session is accepted by MESCALZ21'PCS, configure
MESCAL11'PCS to send a request for an LSP terminating in 2.2.2.1 in MC1 and a
bandwidth of 1Mbit. No QoS parameters to be included in the request.

= Scenario 2: Configure MESCAL11'PCS to send a request for an LSP terminating in
2.2.2.1 in MC2 and a bandwidth of 2Mbit. No QoS parameters to be included in the
request.

Verify that REQUEST, RESPONSE, PATH-ERROR and ACKNOWLEDGE
messages are conform to [D1.2] specifications. For more details see introduction of
this test group.

Expected result :

= Scenario 1:

0 MESCALZ21'PCS should answer with CLOSE or ACCEPT message to
OPEN request received from MESCAL11'PCS.

0 MESCAL21'PCS should send a RESPONSE-PATH to MESCAL11

0 REQUEST, RESPONSE and ACKNOWLEDGE messages should have a
format as indicated in introduction of this test group. Op Code contained in
common header is:

= 4:REQUEST
= 5: RESPONSE
= 8. ACKNOWLEDGE
= Scenario 2:
0 MESCAL12'PCS should send a PATH-ERROR to MESCAL11.

Execution date : 21/04/05
Result : Obtained results are as follows:
= Scenario 1:

0 MESCAL21'PCS sent an ACCEPT message to OPEN request received
from MESCAL11'PCS.

0 MESCAL21'PCS sent a RESPONSE-PATH to MESCAL11

0 REQUEST, RESPONSE and ACKNOWLEDGE messages have a format
as indicated in introduction of this test group. Op Code contained in
common header is:

= 4:REQUEST
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v

EW EM Coptuw Doplay ool

tio. [T [Sowrce [oestnason [Frotocal * [into |
5042134 1082 1.0.0.2 = Source port: KO0E Destinatson pore: 5050
2 0000100 wescallll mescal 212 Tw 02 > bep [9X] EXHEL ek =HEROTTL Ui 1708 Lansl)
S 20068 2 meseallll Ti¥ 3 40002 [90K] Seqe¥STa80TT] ek =HITEENKE V1ps1TI0 LensO

7 24300 Tt® 1040 3 TRXS (K] G eEB00RTEN feh oEETAILE] VershlE Lans
8 2. T® 1640 3 2T [PH, K] GeqeBRTA0 Rk £RETOLTL om0 Lonadd)

9 2,710 T R 3 1080 (K] SomeBTA 71T feh oEEONMATED VirsbAD Lans

10 3148000 T LT 3 1083 [PH, K] GeqeBETATI3 ek sEE0ENATET pomb40 Lensll

11 365 e 1640 3 2RXD (K] SoqeEBOORAB b oEEETIIIY Uprs?S0 Lansd

13 6. td00d? e #3002 5 b [HEK] S STUI06T ek n95380PH0 UinsdENE Larsl

18 700270 e b 40000 (K] SempeSTENE) e sHPEEATT Uinsd T Lol

1 000000 P VEERILDVE Hessage

4 2006857 P VEERILDVE Hessage

13 6 o P VEERILDVE Hessage

14 700285 W VEERILDVE Hessage

(8 Frame § (114 byes o wics, 114 Dies coprnd) (=

80 Expmermt

11, Seet 00 Sk, Bty M0cB0iM49e 6T
L

J0,8,2 (34,0,8.2)
722 (MTE2), Dot Fort} 1040 (10K, Sewt BEGTATORS, ks GROBEMO, Len 48

Heatar Lo

M lage:; 00608 (FSH, AOK)
ulm ien 580

uTlie <.w.n

H\ulm- (12 bt

N:F‘
Tis staspt boual JIMTSIL. tescr LTI

c
A_n {dakal, 48 Dytey

hesns Contgusncnl| @) BEDE ThAn 21, 1454
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5 7,008 g b 40627 (K] SaqeSSTMATT] ARSTSTHIZIER WanedTZ0 Lt
& 210905 g 4722 3 1040 [P, O] SaquRRTATT ek R0 Uineted Lanndil
1t 5 L e BRI Sck-RLEMTIT UineSPEY Lanst)
I 72 > 1080 [Fx]
e a7z 3 1080 [P, ] SepBETATITL PACBOTAIE UineBis el
-, r 1040 > WTZE [ROK) SecpGIORMBI AckafEETATIAY WineSTE2 Len=0
13 5. 010007 seucal L2 T 40022 3 bop [AOK] frasisiro otk Copheit- e
18 700 T i bap » 400 [AK] SaqeATRUTS ek STHENT Win=IT2Z0 Lansd
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w VEERILIVE Hessoge
14 7,005 mescalitl w VEEFILIVE Measot
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= 8: ACKNOWLEDGE
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T, - = %

Fie [d2 Cichww Displey Teoh by

[oestnabon Trestecei -

sesalill

a2
realill
sancalill
sacal 212

11

VDL Masaae
L —
VEEFWLIE Message
LTI pe—"

LERE B

3, Sea; BETATLRL, Aok BEORNE, Lan; 14

Lve] $GTATESR. Loser SRR

P c-»,.m: ("] E gg Thu Ape 21, 14,55

= Scenario 2:
0o MESCAL21'PCS sent an PATH-ERROR to MESCAL11 as shown in the
figure below:
Blicaierma s e P

Eile Edn  Capten  Display  Tools Help
No_ [Tne [Source [Destnstion [Protocol * Jita |
'3 002 we Source port: T2006 Destination port: 060
e b > G007 [ACX] SeqrdiRI0R Aok SSPHEANE Wint1 TN Lensd
g 34722 b 1040 [PSH, WCK] SeqefERTATZET feh=SA0R4A4E UinsBBd0 Lensalt
GeqERIEALE dick <EEE raET Lens)

P 1040 ¢ 2472 [

(3 ST 3 1080 [ROK) SeqeGiTdTZIS i WIn=Si40 Len=n

6 255655, S Aok =GCTMate
3 274503 mezcalill mescal2id g 022 ¥ bap ACH] SeaeBIT0IAE Ack=29BHA002 Vin=1ET05 Len=
11 5000114 mescal2l2 mscaliil T bap 3 4002 [ACK] SeqeITHIGE AcheJTUHINA Win17220 Lenst
13 7755859 mescalill mencal 13 e ANG2 3 bgp [ACK] SeqriiTAS4EE AcksSSRMPI0L UinsiBRG Lensy
mescal N3 e FEERLIVE Nessage
mescallll .t FEEFTLIVE Message
weacall . REEPTLIVE Hessage
1 7.TH5565 mescalZl? mescallll o MEEFRLINE Hessage
[ Frame § (8 byzes on wire, 04 bytes captured) [=]
: 11, Sre: Tat: |
B Internet Protacl, Src Adde: 24.0,0.2 0,21, Dot Addet 14.0.0.2 (14.0.0.2)

B Transnission Corten] Protocel, Sec Pore: 1040 (10603, Der Port: MP2F (732, Seqr RRIPALALE, hek: BRETETITS, Lan: 1R
Seuren porty 104

Sestination port )
Semence mber:

Nect. sequence musber: GITIBAL
fcknouledgenent musber: GIETT2TS

Hesdar ;32 bytes
B Flags: On0OLE (PSH, WCK)

Tine stane: toval 103220570, tsecr 190009774

I

a

0

|-mulwut:u:au1m[.mn=dwm_5uu1:m]@ =captures - Ethereal [ [Metwork Configurtion) | O UEEEE Thu Ape 21, 14:59

Failure level : None.
Remarks : None.

Test Reference : TB_P3_FUNCT/CMES/3
Test Purpose : Validate the REQ-REFERNCE-ID and PATH-COMPUTATION-ID
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Procedure :
Same configure as for scenario 1 of TB_P3_FUNCT/CMES/2

Expected result :

REQ-REFERNCE-ID and PATH-COMPUTATION-ID that have been inserted in
CANCEL, ACKNOWLEDGE and RESPONSE-PATH messages received from
MESCAL21'PCS are identical to what have been inserted in REQUEST-PATH sent
by MESCAL11'PCS.

Execution date : 21/04/05

Result : The REQ-REFERNCE-ID and PATH-COMPUTATION-ID that have been inserted
in CANCEL, ACKNOWLEDGE and RESPONSE-PATH messages received from
MESCAL21'PCS are identical to what have been inserted in REQUEST-PATH sent
by MESCAL11'PCS.

Failure level : None.
Remarks : None.

Test Reference : TB_P3_FUNCT/CMES/4
Test Purpose : Validate QoS information contained in REQUEST-PATH message

Procedure :
Configure MESCAL11' PCS to send a REQUEST message to MESCAL21' PCS.

Execute tests TB_P2_FUNCT/CMES/5 until TB_P2_FUNCT/CMES/10

Expected result : Same results as TB_P2_FUNCT/CMES/5 until TB_P2_FUNCT/CMES/10

Execution date : 21/04/05

Result . Obtained results are those of TB_P2 FUNCT/CMES/5  until
TB_P2_FUNCT/CMES/10.

Failure level : None.

Remarks : None.

Test Reference : TB_P3_FUNCT/CMES/5
Test Purpose : Validate QoS information contained in RESPONSE-PATH message

Procedure :
Configure MESCAL11' PCS to send a REQUEST message to MESCAL21' PCS.

Execute tests TB_P2_FUNCT/CMES/5 until TB_P2_FUNCT/CMES/10

Expected result : Same results as TB_P2_FUNCT/CMES/5 until TB_P2_FUNCT/CMES/10

Execution date : 21/04/05

Result : Obtained results are  those of P2 FUNCT/CMES/5 until
TB_P2_FUNCT/CMES/10

Failure level : None.

Remarks : None.

Test Reference : TB_P3_FUNCT/CMES/6
Test Purpose  : Check the format of PATH-ERROR and messages.
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Procedure

Page 385 of 402

Establish a PCP communication between MESCAL11'PSCA and MESCAL21'PCS.

Scenario 1: Force PATH-COMPUTATION-ID in REQUEST-PATH message to a

value that already exists between the two peers.

Scenario 2: Force REF-COMPUTATION-ID in REQUEST-PATH message to a value

already that has been handled.

Launch a traffic analyzer that captures MESCAL11' ethl traffic.

Expected result : in both scenarios, PATH-ERROR message should be sent by MESCALZ21'PCS to

MESCAL11'PCS.

Execution date : 21/04/05

: A PATH-ERROR message has been sent by MESCAL21 to MESCAL11. The figure
below is a capture of the received message (Note that the reason code value is set to

Result

Failure level
Remarks

|Source Destination Protocal . [Info

24.0,0,2), Bet Rdde: 14,0,0.2 (14,0,0.2)
+ 1040 (10403, Dst Port: T2 (FEC), Sead DLISIEEED. feh: MPTMBEI, Len: 18

Filar,| [ ] [Reset]{Apply| Data aatay, 18 nytes

‘n |_’ e ";Jr,' f::‘. @ .-ME(J?MESml[.-mn.IFHESCAI a:i«lnmv e :mn]_:éﬂel\\;ﬂ: Cnehnurl] IPath Compumlnal 0
: None.
: None

Ed’ﬂ g Thu Apr2l, 16:26

Test Reference : TB_P3_FUNCT/CMES/7

Test Purpose

Procedure

: Check the format of CANCEL and messages.

iEstainsh a PCP communication between MESCAL11'PSC and MESCAL21'PCS.

Configuration is the same as for scenario 1 of TB_P3 FUNCT/CMES/2.
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Configure MESCAL11'PCS to send a CANCEL message to MESCAL21'PCS during
path negotiation.

Launch a traffic analyzer that captures MESCAL11' ethl traffic.

Expected result : CANCEL message should be as specified in introduction if this test group. PATH-
COMPUTATION-ID and REQ-REFERENCE-ID must be the same as what have been
used in the REQUEST message.

Execution date : 21/04/05

Result . The format of the CANCEL message is conform to D1.2 specifications. PATH-
COMPUTATION-ID and REQ-REFERENCE-ID are the same as what have been
used in the REQUEST message as illustrated by the figures below: the first one is for
the REQUEST message, and the second one for the CANCEL message:

hg scaptmrie - Ethyrmal

EM EOf Capre Duglsy Tooh Haip

T

;“.;.
JaiE
I

DEE O

¥ [+ [mesee ngpiy| ratn st 48 e

s TH ST BimescaloMES| Bimescal $ MES | @ecastones - 1| Fhetwok Conly| [ Wath Computa ) Java | SR a2, 1521
I (Y] | meioo
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Failure level
Remarks

]

M 0B OF MW el Baca TSl L.iiee sessbune
0 00 0 08 O Oa b ST T2 Od Oaad L0 o F
: o] Twsed

: v oia sty 18
aad s r:"@ .mmunu|.mm..|m&s!a.nm- < E1| Sverwont Conty| puh Computad (] 2 | @ e a2, 1524

- None.
- None.

Test Reference
Test Purpose

Procedure

: TB_P3_FUNCT/CMES/8

. Check operational behaviours when receiving REQUEST messages.

Launch a traffic analyzer that captures MESCAL11' ethl traffic.

Establish a PCP session between MESCAL11'PCS and MESCAL21'PCS.

Scenario 1: When PCP session is accepted by MESCAL21'PCS, configure
MESCAL11'PCS to send a request for an LSP with a head-end-address 1.1.1.6 and
tail-end-address in 2.2.2.1 in MC1 and a bandwidth of 1Mbit. TTL is to be set to 0.

Scenario 2: When PCP session is accepted by MESCAL21'PCS, configure
MESCAL11'PCS to send a request for an LSP with a head-end-address 3.3.3.1 and
tail-end-address in 2.2.2.1 in MC1 and a bandwidth of 1Mbit.

Scenario 3: When PCP session is accepted by MESCAL21'PCS, configure
MESCAL11'PCS to send a request for an LSP with a head-end-address 1.1.1.6 and
tail-end-address in 2.2.2.1 in MC1 and a bandwidth of 5Mbit.

Examine the messages exchanged between the two PCS.

Expected result :

Scenario 1: MESCAL21' PCS must send a ERROR-PATH message to MESCAL11'
PCS with TTL expired error (value = 5)

Scenario 2: MESCAL21'PCS must send a ERROR-PATH message to
MESCAL11'PCS (value = 3)
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= Scenario 3: MESCAL21's must send a ERROR-PATH message to
MESCAL11'PCS (value = 1)

Execution date : 21/04/05
Result : Obtained results are as follows:
= Scenario 1: MESCAL21' PCS sent a ERROR-PATH message to MESCAL11'PCS

with TTL exgired error =value = 5= )
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= Scenario 2: MESCAL21'PCS sent a ERROR-PATH message to MESCAL11'PCS

(value = 3= ———
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= Scenario 3: MESCALZ21' PCS sent a ERROR-PATH message to MESCAL11'PCS

(value =1)
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Failure level : None.
Remarks : None.

10.3.2TB_P3 _FUNCT/QAGG

Only AS1, AS2 and AS3 are used to run this tests group. pSLSs are established between AS1 and AS2
and between AS1 and AS3 in order to extend Hard Solution Option of each domain.

e ASloffersa pSLS to AS2

e MQCL1: 0x68 bandwidth: 1Mbit

e  MQCO: 0x00 minimum bandwidth: 2Mbit maximum bandwidth: 3Mbit
e AS3offers a pSLS to AS1

e MQC1: 0x88 bandwidth: 1Mbit

e  MQCO: 0x00 minimum bandwidth: 2Mbit maximum bandwidth: 3Mbit
QoS capabilities of each AS are those described in 10.2.4

Test Reference : TB_P3_FUNCT/QAGG/1
Test Purpose  : Check QoS aggregation operation

Procedure :
Launch a traffic analyzer that captures MESCAL11' ethl and MESCAL21' ethl
traffic.

Establish a PCP session between MESCAL11'PCS and MESCALZ21'PCS.
Establish a PCP session between MESCAL11'PCS and MESCAL31'PCS.
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Expected result :

Scenario 1: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCAL21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. No QoS parameters are to be inserted in the request.

Scenario 2: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCAL21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
5Mbit. TTL is to be set to 30. No QoS parameters are to be inserted in the request.

Scenario 3: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set minimum one-way delay to 45.

Scenario 4: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set minimum one-way delay to 25.

Scenario 5: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set maximum one-way delay to 80.

Scenario 6: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set maximum one-way delay to 60.

Scenario 7: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCAL21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set average one-way delay to 40.

Scenario 8: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set average one-way delay to 50.

Scenario 9: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
1Mbit. TTL is to be set to 30. Set jitter to 20.

Scenario 10: When PCP session is established between MESCAL11'PCS and
MESCAL21'PCS, configure MESCALZ21'PCS to send a request for an LSP with a
head-end-address 1.1.1.5 and tail-end-address in 3.3.3.1 in MC1 and a bandwidth of
IMbit. TTL is to be set to 30. Set jitter one-way delay to 30.

Examine the messages exchanged between MESCAL11 and MESCALZ21 and
between MESCAL11 and MESCAL31.

Scenario 1: MESCAL11'PCS must forward this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is to be set to 29. No QoS parameters are to
be inserted in the request.
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= Scenario 2: MESCAL1l's must send a ERROR-PATH message to
MESCAL21'PCS (value =1)

= Scenario 3: MESCAL11'PCS must forward this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is to be set to 29. Minimum one-way delay
is set to a value less than 35.

= Scenario 4: MESCAL11l's must send a ERROR-PATH message to
MESCAL21'PCS (value = 1)

= Scenario 5: MESCAL11'PCS must forward this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is to be set to 29. Maximum one-way delay
is set to a value less than 30.

= Scenario 6: MESCAL11l's must send a ERROR-PATH message to
MESCAL21'PCS (value = 1)

= Scenario 7: MESCAL1l's must send a ERROR-PATH message to
MESCAL21'PCS (value = 1)

= Scenario 8: MESCAL11'PCS must forward this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is to be set to 29. Average one-way delay is
set to a value less than 20.

= Scenario 9: MESCAL1l's must send a ERROR-PATH message to
MESCAL21'PCS (value = 1)

= Scenario 10: MESCAL11'PCS must forward this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is to be set to 29. Jitter is set to a value less
than 10.

Execution date : 22/04/05
Result : Obtained results are as follows:
= Scenario 1: MESCAL11'PCS forwards the request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is set to 29. No QoS parameters are
inserted in the request.
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= Scenario 2: MESCAL11' PCS sent a ERROR-PATH message to MESCAL21'PCS
(value = 1)
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= Scenario 3: MESCAL11'PCS forwards the request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is set to 29. Minimum one-way delay is set
to a value less than 35.
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= Scenario 4: MESCAL11' PCS sent a ERROR-PATH message to MESCAL21'PCS
(value = 1)

] Pl

asEd e BoescsauEscais m{ﬁ\.ﬂi:(ﬂ.“lx.ﬂll:ﬂﬂls-‘-("- Evems | @ BEag rwmun

= Scenario 5: MESCAL11'PCS forwards the request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is set to 29. Maximum one-way delay is set
to a value less than 30.
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Scenario 6: MESCAL11' PCS sent a ERROR-PATH message to MESCAL21'PCS

(value = 1)
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Scenario 7: MESCAL11'PCS sent a ERROR-PATH message
(value = 1)
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= Scenario 8: MESCAL11'PCS forwards the request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is set to 29. Average one-way delay is set
to a value less than 20.
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= Scenario 9: MESCAL11' PCS send a ERROR-PATH message to MESCAL21'PCS
(value = 1)
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= Scenario 10: MESCAL11'PCS forwards this request to MESCAL31'PCS. This
request is for an LSP with a head-end-address 1.1.1.2 and tail-end-address in 3.3.3.1
in MC1 and a bandwidth of 1Mbit. TTL is set to 29. Jitter is set to a value less than
10.

mescalé MESCALLL
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Failure level : None.
Remarks - None.

10.3.3TB_P3_FUNCT/RESAV

Sub-group preamble
The established pSLSs between ASs concern only MC1 and Best-effort planes.

QoS guarantees of I-QC implementing MC1 in each AS are configured as follows:
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Attributes Priority 1-QC11 1-QC21 [I-QC31| [-QC41 I-QC51‘ I-QCGl‘ I-QC71 | 1-QC81

Average-owd 1 10 13 12 15 8 9 10 12
Jitter 2 1 2 3 4 2 3 2 1
Max-owd 3 15 19 18 23 13 14 15 18
Loss-rate 4 70 100 110 185 80 90 80 75
Reserved-rate 5 18 22 23 35 24 33 24 21
,réz;\t/:ilable- 6 20 28 39 35 23
Min-owd 7 7 9 8

Table 38: Local QoS Class Characteristics

18

Table 39: Maximum bandwidth allowed for MC1

The PCSID of AS8's PCE is set to 81.81.81.81.

Test Reference : TB_P3 FUNCT/RESAV/1
Test Purpose  : Check resource reservation

Procedure . Configure three path computation orders to be sent by PCEL (AS1). The tail-end
PCSID of these requests is set to 81.81.81.81(AS8) and the QoS constraints are: loss-
rate=550, max-owd=90, average-owd=60, jitter=13. The requested bandwidths are 8,
8 and 6 Mb/s.

Expected result : The result of each request must be as follows:

The first path computation order must be successfully achieved. The computed
path must contain MESCAL11, MESCAL31, MESCAL41, MESCALG61 and
MESCALSL1.

The second path computation order must be successfully achieved. The computed
path must contain MESCAL11l, MESCAL21, MESCAL42, MESCALA43,
MESCALG61 and MESCALS81.

The third path computation order must fail because of a lack or resources available
in the inter-domain link between MESCAL61 and MESCALS81. AS6 must receive
4 orders from AS4 and cancel all of them because of the lack of resources
available (REASON-CODE=1). No orders must be sent to MESCALS51 because
of the requested QoS constraints.
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Execution date : 27/05/05
Result : Obtained results are as follows:
= The first path computation order is successfully achieved and the computed path
contains MESCAL11, MESCAL31, MESCAL41, MESCALG61 and MESCALS1.

Test Bed AS Topology

ASZF OO ASE

ASZ L AS5 L AST

= The second path computation order is successfully achieved. The computed path
contains MESCAL11, MESCAL21, MESCAL42, MESCAL43, MESCALS61 and
MESCALSL1.

Test Bed AS Topology

ASE ASE

ASZ  ASS L AST

= The third path computation order has failed because of a lack or resources
available in the inter-domain link between MESCALG61 and MESCALS81. AS6 has

Copyright © MESCAL Consortium, July 2005



D3.2: Final Experimental Results Page 399 of 402

received 4 orders from AS4 and has canceled all of them because of the lack of
resources available (REASON-CODE=1). No order has been sent to MESCALS51.

i POO®S L

Test Bed AS Topology

Path-error Path-error

Path-error

Failure level  : None.

Remarks : For the third order, there is no resource available between AS6 and AS8, and no sub-
order with the requested bandwidth could be satisfied. It could be useful to have a
more precise description of the error in the path-error message and to use this
information to exclude for instance AS6 in the next requests. In this case AS4 would
have sent only one request to AS6 and AS1 would not have sent any request to AS2
because whatever the path is, the order would be rejected by AS6.

Test Reference : TB_P3 FUNCT/RESAV/2
Test Purpose : Check Resource release when an order is canceled by a requestor.

Procedure : The following tasks must be done:

= A first computation order must be sent by PCE1 with the tail-end PCSID set
to 81.81.81.81. The requested bandwidth is 10 Mb/s.

= A second computation order must be sent by PCE1 with the tail-end PCSID
set to 81.81.81.81. The requested bandwidth is 15 Mb/s.

= The first order must be canceled by PCEL.
= An order with the same characteristics as the second one must be sent.

Expected result : The result of each task must be:
= The first order must be successfully computed and resources pre-reserved
along the computed path.
= The second order must fail because there is no resource available between
AS6 and ASS.
= Cancel Messages must be propagated along the path and resources must be
released.

= The last order must be successfully computed and resources pre-reserved
along the computed path.
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Execution date : 30/05/05

Result : Obtained results are as follows:
= The first order has been successfully computed and resources have been pre-

reserved along the computed path.

Test Bed AS Topology
ACOO® P

ASZ ASS AS7T
= The second order has failed because there is no resource available between
AS6 and ASS.
Test Bed AS Topology @@@@@
- ASE ASS

o |
B \.' =
3 =
Sy
Path-error - - '
Path-error

As2 . ASE - As7

= Cancel Messages have been propagated along the path and resources have
been released.
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Test Bed AS Topology
= @E@®@@EE» —
ASF ASE

Cancel

Cani el

J{'? ¢.§Z/

= The last order has been successfully computed and resources have been pre-
reserved along the computed path.
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Failure level : None.

Remarks : None

Test Reference : TB_P3 FUNCT/RESAV/3

Test Purpose : Check if an expired order is correctly canceled along the path.

Procedure : The PCE of the AS4 must be configured to set the validy date of computed order to 1
minute after the computation date. The other PCEs are configured to set the validity
date to 1 hour after the computation date. An order must be sent by PCE1 with the tail-
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end PCSID set to 81.81.81.81 and the requested bandwidth set to 1 Mb/s. Wait until
the validity date received in the path-response message expired.

Expected result : The order must be successfully computed and the validity date must be set to 1
minute after the computation date. When this validity date expires, the order must be
canceled in each PCE. The order could be canceled by the local PCE because the
validity date expired or by a neighbor PCE.

Execution date : 30/05/05

Result : The order has been successfully computed and the validity date was set to 1 minute
after the computation date. 1 minute later, the validity date expired and the AS4 sent
cancel messages which have been then propagated along the computed path.

Failure level  : None.

Remarks . If the AS4 had not sent cancel messages to its neighbours concerned by the order,
each PCE would have canceled locally the order because each PCE has a validity date
associated to this order.

Copyright © MESCAL Consortium, July 2005



